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Abstract
The Perspective API, a popular text toxicity assessment service by Google and Jigsaw, has found wide adoption in several application areas, notably content moderation, monitoring, and social media research. We examine its potentials and limitations for the detection of antisemitic online content that, by definition, falls under the toxicity umbrella term. Using a manually annotated German-language dataset comprising around 3,600 posts from Telegram and Twitter, we explore as how toxic antisemitic texts are rated and how the toxicity scores differ regarding different subforms of antisemitism and the stance expressed in the texts. We show that, on a basic level, Perspective API recognizes antisemitic content as toxic, but shows critical weaknesses with respect to non-explicit forms of antisemitism and texts taking a critical stance towards it. Furthermore, using simple text manipulations, we demonstrate that the use of widespread antisemitic codes can substantially reduce API scores, making it rather easy to bypass content moderation based on the service’s results.

1 Introduction
The current COVID-19 pandemic has been accompanied by an increase in insults, hostility, and hate speech, often directed at Jews who (once again) have been singled out as one of the main culprits in times of crises. A recent large scale study of multiple online platforms reveals that “almost 35% of all posts mentioning Jews or Jewishness expressed negativity toward Jews”, with toxic speech against Jews amounting for two to five percent of the posts in some forums (Cohen et al., 2021). With regard to the current ‘infodemic’, antisemitism is of special relevance as it shares relevant features and is often deeply intertwined with conspiracy theories: Both are based on simplifying forms of personification in combination with a Manichean worldview and the ontological construction of group identities (Haury, 2002). The hostility towards Jews and other targeted groups expressed in these narratives has a negative impact not only on digital spheres but also reaches out to the real world, amplifying verbal and physical acts of violence. It is thus of great importance for a variety of stakeholders such as content moderators, researchers or NGOs monitoring societal developments to have access to tools for automated detection of antisemitic online content.

Despite the current rise of antisemitic conspiracy theories, and the hateful, toxic characteristics of antisemitism, the phenomenon is still under-explored in large-scale research of online content in general, and hate-speech in particular (Steffen et al., 2022). To the best of our knowledge, there are currently no services for automated detection of antisemitic content. However, progress has been made in form of datasets, code packages, and production-ready web services regarding the recognition of other linguistic phenomena intersecting with antisemitism, such as hate speech and toxic language. Perspective API, a free service created by Jigsaw and Google’s Counter Abuse Technology team, is one such widely used technology. It allows the detection of abusive content by computing scores for different attributes such as toxicity, insult or threat. Perspective API could thus provide a low-threshold approach to detect certain forms of antisemitic speech and include it in monitoring and moderation efforts. This paper aims to explore the possibilities of the service with regard to this objective.

Accordingly, we address the following research questions:

• RQ1: As how toxic are antisemitic texts rated?
• RQ2: Are encoded manifestations of antisemitism rated as toxic?
• RQ3: Are critiques of antisemitic statements rated as toxic?
• RQ4: How do modifications of antisemitic statements affect their toxicity score?

We use a set of 3,642 German-language Telegram and Twitter posts published during the COVID-19 pandemic, annotated in terms of content and stance with respect to antisemitism. We evaluate different attributes of the Perspective API that, by definition, should produce higher scores when confronted with antisemitic texts. We further analyze the scores depending on the subform of antisemitism and the stance towards it. Finally, we perform adversary attacks to assess in how far modifications of antisemitic statements influence their scores.

Content Warning This article contains examples of hateful content including offensive, insulting and threatening comments targeting Jewish people but also other individuals and groups frequently targeted by antisemitic hate speech. It might therefore cause anxiety among members of various population groups.

2 Related Work

Similar to other sociolinguistic phenomena such as offensive or abusive language, toxicity is not uniquely defined across existing research and rather used as an umbrella term. Horta Ribeiro et al. (2021) refer to it as “socially undesirable content” that includes “sexist, racist, homophobic, or transphobic posts, targeted harassment, and conspiracy theories that target racial or political groups”. In Cohen et al. (2021) it is understood as “blatantly aggressive and demeaning messages about a group or person, such as dehumanization, incitement of hatred or discrimination, or justification of violence”. The authors note that “toxic language includes but is not limited to hate speech”, but in fact utilize machine learning models developed for hate speech detection.

Perspective API defines “rude, disrespectful or unreasonable” content that is “likely to make people leave a discussion” as toxic (Google, 2022a; Thain et al., 2017) and provides scores representing the likelihood that a reader will perceive a text as e.g. toxic. The service is used in a variety of applications such as The New York Times website and the social news platform Reddit (Google, 2022a), while also being applied by social and online media scholars. It has been used as a pre-filtering method for analyses of moderation measures on Reddit (Horta Ribeiro et al., 2021), investigations of political online communities (Rajadesingan et al., 2020) such as the QAnon movement (Hoseini et al., 2021), or to identify antisemitic and islamophobic texts on 4chan that are subsequently used for the detection of hateful images via contrastive learning (González-Pizarro and Zannettou, 2022).

Perspective API also measures severe toxicity of a text as, roughly speaking, an even stronger form of toxicity. A severe toxicity score of 0.8 is chosen as the lower limit in a number of studies to preselect particularly toxic texts (Horta Ribeiro et al., 2021; Hoseini et al., 2021; Rajadesingan et al., 2020; Zannettou et al., 2020). The toxicity scores provided by Perspective API have been validated on random manually labeled text samples in e.g. Horta Ribeiro et al. (2021) and Gehman et al. (2020). Horta Ribeiro et al. (2021) compared its toxicity scores with results from HateSonar, a tool developed for the detection of hate speech and offensive language (Davidson et al., 2017), deducing that Perspective API yields better results (however, the evaluation is based on a rather small sample of data).

Despite its broadness and ambiguity, in the definition of Perspective API and beyond, the term toxicity encompasses antisemitic speech with its widely accepted operational definition as “a certain perception of Jews, which may be expressed as hatred toward Jews” (International Holocaust Remembrance Alliance, 2016). However, the design of the service already indicates the possibility of certain shortcomings with respect to detecting toxic antisemitic texts. As the developers of the Perspective API themselves point out, the very definition of toxic language has a subjective character (Borkan et al., 2019). Some labeled datasets used for training the respective models were published as part of Kaggle competitions to improve models and reduce unintended model bias (Thain et al., 2017; Wulczyn et al., 2017; Borkan et al., 2019). Labeling by a larger number of crowdlakers is used as a vehicle to make the dataset and the models trained on it more robust. However, a look at the annotated data exposes various examples confirming that this is not sufficient to label antisemitic content as toxic. For instance, the following text was annotated by 54 crowdlakers, with an av-
verage toxicity score of 0.33 (Thain et al., 2017): “The US has finally cut bait on the occultist blood suckers. Obama and Trump just drop kicked bibi down to size. This has been a long time coming and that is why the zionists wanted Hitlery to win and start ww3.” Research has shown that the annotation of antisemitic content poses considerable difficulties, even for scholars with respective backgrounds (Ozalp et al., 2020; Steffen et al., 2022), thus it is plausible that annotators assess antisemitic texts in diverging ways. The task is further complicated by the fact that antisemitism is often expressed implicitly, using codes which annotators need to be familiar with (Jikeli et al., 2019) or additional context (Jikeli et al., 2022) in order to recognize them as antisemitic language. Furthermore, toxicity can be significantly lowered by undertaking minor changes such as single character-level insertions or perturbations in words associated with toxicity (e.g. ‘stupid’ → ‘st.upid’), while the scores remain relatively high, if the statement is negated (Hosseini et al., 2017).

The service has also been shown to be biased with respect to differences in dialect, computing a significantly higher score for texts in African American English (Sap et al., 2019). Recent work demonstrated that systems tend to produce false positive bias by overestimating the level of toxicity if minorities are mentioned (Dixon et al., 2018; Hutchinson et al., 2020). Röttger et al. (2021) developed functional tests for hate speech detection models and evaluated the Perspective API and three other models. Their results indicate that all models have critical weaknesses, namely an oversensitivity to certain keywords, a common misclassification of non-hateful content (such as counter-speech), and statements including reclaimed slurs. Furthermore, the models were biased across the different target groups included in the test data (women, trans people, gay people, Black people, disabled people, Muslims, and immigrants; Jews were not included).

3 Antisemitic language

As a basic definition, we apply the working definition by the International Holocaust Remembrance Alliance of antisemitism as “a certain perception of Jews, which may be expressed as hatred toward Jews” which can be “directed toward Jewish or non-Jewish individuals and/or their property, toward Jewish community institutions and religious facilities” (International Holocaust Remembrance Alliance, 2016). Among several other narrative strategies this may include calls for the killing or harming of Jews as well as false, dehumanizing, demonizing, or stereotyping accusations against Jews or the power of Jews as a collective.

We extend the working definition to also include certain subforms of antisemitism we consider as specifically relevant in the context of the COVID-19 pandemic, namely encoded antisemitism and post-Holocaust antisemitism.

Encoded forms of antisemitism are statements which do not mention Jews or the State of Israel, but instead turn generally against presumed or actual economic or political elites while deploying antisemitic codes or stereotypes, e.g. narratives holding Bill Gates or ‘Big Pharma’ accountable for inventing and/or benefiting from the COVID-19 pandemic and the resulting global crisis instead of explicitly mentioning and accusing Jews as initiators. Common stereotypes which are by no means exhaustive are: Actually or allegedly Jewish persons or dynasties such as Rothschild, Rockefeller, George Soros, Mark Zuckerberg, or Bill Gates; animal metaphors: e.g. octopus, snake, pig, rat; disease and cancer metaphors such as virus, germ, parasite, cancer; codes referring to the ‘lying press’ trope (‘Lügenpresse’, ‘Pinocchio-Presse’, ‘Systemmedien’); and codes referring to a financial (Jewish) elite in control of global events (‘financial elite’, ‘high finance’, ‘East coast’, ‘Wall street’). Note that the occurrence of a single code is typically not sufficient to label a text as antisemitic and that antisemitic codes can be articulated consciously as well as unconsciously.

Manifestations of post-Holocaust antisemitism explicitly name Jews as part of argumentation strategies which instrumentalize the victims of the Holocaust for a political agenda and at the same time shift the perpetrator-victim coordinates by undertaking relativizing Holocaust comparisons. In the context of the COVID-19 pandemic, we encounter forms of post-Holocaust antisemitism in comparisons or equations of the state measures against the pandemic with the Nazi persecution of Jews. Common examples are the use of the term ‘Giftspritze’ for COVID-19 vaccinations as a more or less implicit reference to the illegal and often lethal experiments performed on human beings by the Nazis, the use of the yellow star with the imprint ‘Ungeimpft’ (unvaccinated) by which anti-
vaccination protesters compare themselves to Jews under the Nazi regime, and references to known victims of and/or resistance fighters against the Nazi regime such as Anne Frank or Sophie Scholl.

4 Data and methods

Our data was annotated using a comprehensive annotation scheme developed as part of a research project on online antisemitism and conspiracy narratives in the context of the COVID-19 pandemic. The scheme consists of two main categories, antisemitism and conspiracy theory, and sub-labels to specify the content and stance of a message. The scheme and the annotated dataset are described in detail in Steffen et al. (2022).¹

The annotation was performed by a team of nine researchers with scientific backgrounds in political science, sociology, or data science. We annotated a corpus consisting of a few thousand messages from Telegram and Twitter. While most of the messages were labeled by a single individual, the annotation process was continuously reflected in regular discussions and a joint workshop. We furthermore evaluated inter-annotator reliability on an additional sample of 445² records, yielding Cohen’s kappa of $\kappa = 0.84$ and thus strong agreement for the category antisemitism.

For the experiments on the Perspective API presented here, we use a dataset consisting of 3,642 texts, with ~3,200 Telegram messages and ~400 Twitter tweets. Around 19% of all posts were classified as articulating and/or addressing antisemitism, with ~40.6% labeled as encoded antisemitism, ~29% as Post-Holocaust antisemitism, and ~29% as explicit forms of antisemitism. The stance expressed was predominantly affirmative (~68%), while ~24.4% of the texts expressed a critical stance (~24.4%), and the fewest were classified as neutral or uncertain (~7.5%).

The two sources differ not only in terms of size but also regarding the sampling approaches: While we selected tweets from a dataset about the German ‘Querdenken’ movement based on antisemitism-related keywords, the Telegram messages were sampled from pre-selected channels disseminating conspiracy theory content as well as critique of the anti-COVID-19 measures in Germany. It is thus not surprising that the Telegram dataset contains a greater variety of topics and thus a smaller proportion of antisemitic content (~14%) than the analyzed tweets (~56%).³

At the same time, almost all antisemitism-related texts from Telegram are affirmative towards antisemitism, while Twitter users in our dataset talk about antisemitism, but not necessarily support antisemitic worldviews (cf. Figure 1).

![Figure 1: Stance towards antisemitic content: while only ~16% of tweets are classified as affirmative and over ~70% as critical, almost 95% of all Telegram messages with antisemitic content were classified as affirmative.](image)

Encoded antisemitism makes up for almost half of the antisemitic content in our Telegram dataset (~49%), followed by explicitly articulated antisemitism (~37%), and post-Holocaust antisemitism (~13%). On Twitter, post-Holocaust is clearly the dominant subform with 60%, followed by encoded (~23%) and explicit antisemitism (17%). We suppose that the prevalence of post-Holocaust antisemitism in our Twitter data is due to the fact that users critically addressed the German ‘Querdenken’ movement and its comparisons of anti-COVID-19 regulations with the Nazi regime.

We have retrieved the scores for the attributes insult, identity attack, threat, toxicity and severe toxicity from Perspective API, since their definition (Google, 2022a) shares relevant features with antisemitic language as defined above (cf. Table 1 in Appendix). The returned score is a value between 0 and 1 that “indicates how likely it is that a reader would perceive the comment provided in the request as containing the given attribute” (Google, 2022b).

¹The cited manuscript has been submitted for publication, thus the dataset and the annotation scheme are not yet publicly available. Until the publication, all documents and data can be made available to researchers upon request.

²Of the 500 texts originally selected at random, 55 were excluded because, for example, they were not in German, were too short, or were incomprehensible.

³Against this background, we believe that our results should not lead to the conclusion that antisemitism is generally more prevalent on Twitter than on Telegram.
5 Results

Our results indicate that our dataset has a strong toxic bias: A median severe toxicity score of $\sim 0.18$ clearly exceeds not only the baseline Telegram dataset compiled in Hoseini et al. (2021) with a median severe toxicity score of 0.03 but also their QAnon Telegram dataset (median: 0.07). The CDF further reveals that only $\sim 20\%$ of the texts are assigned a severe toxicity score lower than 0.1, while this holds for around 60\% of all texts in the mentioned baseline set. While the Telegram subset is almost identical to all texts regarding its CDF and its median of 0.18, the Twitter subset is more toxic with a median of 0.29. Overall, the median scores range between $\sim 0.18$ for severe toxicity, and $\sim 0.35$ for insult and identity attack.

5.1 Antisemitic content

Texts classified as antisemitic have higher scores than those not classified as such with respect to all attributes. As shown in Figure 2, the median scores are around twice as high for texts containing antisemitism, with the greatest difference for severe toxicity (0.16 versus 0.35) and identity attack (0.33 versus 0.7). These findings support our hypothesis that texts with antisemitic content share relevant features with messages classified as threatening, toxic, etc. by the Perspective API. Furthermore, these types of texts often contain other insults and threats, which further contributes to the increase of their scores.

5.2 Subforms of antisemitism

Explicit forms of antisemitism rank highest in all categories with medians between 0.56 and 0.83 (identity attack), while those for encoded forms of antisemitism range between 0.29 and 0.53. This supports our hypothesis that Perspective API generally does recognize antisemitic content as toxic, but finds it more difficult to recognize rather implicit forms of antisemitism. Texts communicating (about) narratives related to post-Holocaust antisemitism are ranked very similar to those classified as encoded antisemitism except for identity attack and severe toxicity, where they yield significantly higher values (0.53 vs. 0.63 and 0.29 vs. 0.35). The higher score, in particular for identity attack, might originate from more frequent mentions of the Holocaust and Nazis, which might also explain why there are no texts with a score of 0 in this category. The fact that most of these texts criticize the antisemitism of the ‘Querdenken’ movement indicates that these two endpoints do not perform well on capturing the stance of the messages.

5.3 Stance towards antisemitism

As indicated in the previous exploration, Perspective API might not be able to differentiate the stance of texts even at a basic level. We thus performed experiments with single sentences and phrases extracted from our dataset that address a similar topic but with different stance. One such example is presented in Table 1. Note that the critical example does not contain any other kinds of toxic language or hate speech, thus side effects can be ruled out.
The scores for the critical example clearly outnum-
ber the affirmative text in all categories. Further-
more, all scores are in a remarkably high range
with $\sim 0.7$ for insult and $> 0.9$ for identity attack.
By contrast, even the highest score for the affirma-
tive example is lower than $\sim 0.2$, and in most of
the categories close to 0.

As shown in Figure 4, our statistical explo-
ration confirms the observed tendency for the en-
tire dataset, with texts taking a critical stance to-
wards antisemitism ranked highest in almost all cat-
egories. Texts with affirmative or neutral/uncertain
stance towards antisemitism are ranked roughly
equally.

![Figure 4: Texts taking a critical stance are ranked high-
est in all categories except threat, with medians between
0.45 and 0.74 (threat: 0.34).]

5.4 Adversarial attacks: the impact of text
manipulations

We are interested in how the Perspective API reacts
to explicit mentions of Jews or Israel in comparison
to antisemitic codes. To analyze this, we conducted
two experiments:

First, we added ‘#Israel’ and ‘#Juden’ (‘#Jews’)
to all texts in the corpus labeled as antisemitic ($n = 679$).
Since prior work indicates an oversen-
sitivity of hate speech detection models to certain
keywords (Röttger et al., 2021), our aim was to
evaluate if the presence of words explicitly related
to Jewishness would affect the API’s assessment.

Our second experiment focussed on antisemitic
codes frequently observed in online content (Zan-
nettou et al., 2020; Finkelstein et al., 2020). Such
codes allow to express antisemitic worldview with-
out explicitly expressing hatred against Jewish indi-
viduals or communities, thus avoiding social os-
tracism as well as platform bans or criminal pros-
ecution. We believe that they can play a crucial
role for spreading antisemitism, since their sub-
tlely hampers their detection and facilitates their
dissemination. To evaluate the API’s assessment
of encoded antisemitism, we replaced words related
to Jews or Jewishness by frequently observed an-
tisemitic codes, namely ‘zionist’, ‘globalist’ and
‘satanist Freemason’$^6$, in texts labeled as explicitly
and affirmatively antisemitic ($n = 89$). Examples
of replacements are listed in Table 2 in the Ap-
pendix. In addition, we used triple parentheses, a
“widely used antisemitic symbol that calls attention
to supposed secret Jewish involvement and conspir-
acy” (Zannettou et al., 2020), known from online
communication in English-language context.

We focus on the attributes identity attack, toxic-
ity and severe toxicity since we expect these to be
affected most by the performed manipulations.

Figure 5 shows the difference between the scores
achieved when adding either ‘#Israel’ or ‘#Juden’
to the end of a text and a text’s original score, in
relation to the length of a text. Clearly, the effect
is negatively correlated with the text length, with
longer texts ($> 2,000$ characters) being almost
not affected at all by the performed manipulation.
Shorter texts, however, can be heavily affected. In
almost all cases, adding one of the two expressions
yields an increased score, which can grow up to,
e.g., 0.7 for identity attack. For all three attributes,
the difference is larger when adding ‘#Juden’ than
‘#Israel’. Moreover, the effect is least pronounced
for the attribute toxicity (mean: 0.04 for ‘#Israel’
and 0.08 for ‘#Juden’), and strongest for identity
attack (mean: 0.13 for ‘#Israel’ and 0.2 for ‘#Ju-
den’). The latter is not so surprising given the fact
that both additions are strongly related to Jewish
identity. Assuming a lower threshold of 0.5 for a
text to be further analyzed by scientists or moni-
tored by content moderators, this would imply an
increase from 72% to 92% resp. 96% for identity
attack, a significantly smaller increase from 49%
to 57% resp. 68% for toxicity, and a growth from
40% to 48% resp. 59% for severe toxicity.

---

Freimaurer’
Our second experiment indicates that using antisemitic codes instead of directly mentioning Jews decreases the scores in most of the cases. Figure 6 shows that the code ‘Globalist’ has the strongest decreasing effect, making it an attractive term for users interested in disseminating antisemitic content without being moderated or banned from a discussion. Using the code ‘Zionist’ or adding triple parentheses has some decreasing effects as well, though not as strong as ‘Globalist’. In some cases, we observed that using codes actually had an increasing effect on the respective scores. This was mainly the case for the code ‘satanistischer Freimaurer’. We assume that this is due to the negative connotations of the adjective ‘satanistisch’. The effects of manipulations depend on the score of the original message, with those already assessed with a score near 1 being least affected. Interestingly, toxicity is least affected by the manipulations.

Considering again 0.5 as a threshold for all three attributes, the codes ‘globalist’ and ‘zionist’ significantly reduce the number of detected messages, while the usage of triple parentheses has a rather small reducing effect, and satanistischer Freimaurer as well as appending #Israel or #Juden yield a clear increase (cf. Table 2).

### 6 Summary

We analyzed Perspective API’s assessment of the toxicity of antisemitic online content using a German-language Telegram and Twitter dataset. We conducted two experiments to examine the sensitivity of the API towards the direct mention of Jews and Israel, compared to cases in which these terms were replaced by different codes.

Regarding RQ1, texts with antisemitic content were generally scored as more toxic than texts...
without such content, with median scores approximately two times higher. This indicates that texts with antisemitic content share relevant features with texts rated as toxic by the API. We observed the greatest differences between the positive and negative class regarding identity attack and severe toxicity.

Explicit forms of antisemitism are rated as more toxic, more threatening, etc. than forms of encoded antisemitism. In combination with our findings for RQ1, this indicates that Perspective API generally does recognize antisemitic content as toxic, but finds it more difficult to recognize rather implicit forms of antisemitism.

Texts taking a critical stance towards antisemitism are rated with higher scores compared to both texts with a neutral/uncertain and an affirmative stance, the latter two being similarly rated. As demonstrated with two qualitative examples, a statement clearly expressing Holocaust denial is not rated as toxic, while a statement clearly critical of the Holocaust receives very high scores. With respect to RQ3, our findings demonstrate that Perspective API is not able to differentiate the stance of texts even at a basic level.

To assess the effect of modifying antisemitic statements, we performed two experiments. Adding direct mentions of Jews or Israel to the end of a text resulted in an increase of scores, particularly for shorter posts, indicating that Perspective API is sensitive to the use of identity-group words without necessarily taking into account their textual context. In contrast, replacing direct mentions of Jews resulted in a decrease of scores in most of the cases. We observed the strongest decreasing effect for the code ‘Globalist’, followed by ‘Zionist’ and the use of triple parentheses around words like e.g. ‘Jude’ (Jew) or ‘jüdisch’ (Jewish). In some cases, the use of codes actually resulted in an increase of scores. This was mostly the case for the code ‘satanistischer Freimaurer’ (satanic Freemason), probably due to the negative connotation of the adjective ‘satanisch’.

7 Discussion

Perspective API is already widely used in moderation and monitoring of comments but also as a tool in the study of online communication, including antisemitic speech. Our findings indicate that on a basic level, Perspective API recognizes antisemitic content as toxic. When taking a closer look, however, our investigation reveals several limitations and critical weaknesses of the service, both for research and content moderation tasks. While it reacts to explicit forms of antisemitism, it will most likely miss rather subtle and implicit forms. According to our results, a lot of texts classified as antisemitic would be neglected by research projects with a toxicity threshold of 0.8 for data collection. Even with a lower threshold of 0.5, more than half of the texts expressing encoded or post-Holocaust antisemitism, and around a third of explicitly antisemitic texts in our corpus, would not be considered. This indicates that Perspective API is able to detect only the most blatant manifestations of antisemitism. This is a severe limitation of the API considering the implicitness of antisemitism, its often encoded character, but also regarding forms such as post-Holocaust antisemitism which primarily function via self-victimization instead of direct attacks against Jewish individuals or communities.

Furthermore, the API clearly struggles with correct stance interpretation. This is a critical weakness, for using the service to build research corpora and even more for the task of content moderation. Our results indicate that Perspective API is more sensitive to (potentially harsh) critiques of antisemitism rather than to affirmative antisemitic statements. This calls for further critical research and evaluation, also with regard to the impact of this bias e.g. for content moderation in social media, since such a bias penalizes counter-speech and critical discourse about antisemitism.

Last but not least, our adversarial attacks against the API have demonstrated that even simple text manipulations can noticeably influence the scores. On the one hand, the service showed a bias towards the presence of identity-related keywords such as ‘Juden’ or ‘Israel’, assigning higher scores to texts where these words were added (cf. (Jigsaw, 2021; Röttger et al., 2021). This bias can negatively affect content moderation processes since it skews the focus towards identity-related phrases independent of their context.

On the other hand, it takes only simple manipulations in order to noticeably decrease the assigned scores. This makes it rather easy to bypass content moderation based on the API’s results by using simple and known antisemitic codes, e.g. replacing terms like Jew with ‘Globalist’. This facilitates the inconspicuous expression and dissemination of antisemitism and undermine monitoring efforts
as well as moderation policies - a problem which should not be underestimated regarding the strategi
cal behaviour of users on online platforms to circumvent regulation and moderation policies as-
isted by machine learning technologies. Weimann and Am (2020) have analyzed the ‘new language’
of Right-wing extremists, a language which has partly emerged as a direct counter-reaction to the re-
search initiative behind Perspective API. “To pre-
vent violating the abuse policies of social media
platforms and also to avoid detection by automatic
systems like Google’s Conversation AI, Far-right
extremists have begun to use code words (a move-
ment termed Operation Google) and thus a new
type of hateful online language appears to be emer-
ging: The systematic use of innocuous words to
stand in for offensive racial slurs.” (Weimann and
Am, 2020)

This clearly shows that human language is not
only dynamic, it is also used strategically, espe-
cially in contested spaces of social and political
communication. Both aspects make it difficult for
automated tools to meet their claims of making
those spaces less toxic, and more inclusive. So
when using these tools, be it for research, moni-
toring, or moderation, we need to be fully aware of
the limitations these tools bring along.

When using the API for research purposes,
whether for sample selection or for analyzing the
toxicity of online narratives, we believe that re-
searchers should not rely solely on the automated
assessment provided by the API. Rather, we rec-
ommend a thorough manual review of the obtained
results before processing them further. The same
applies to its use for content moderation. How-
ever, evaluating Perspective’s results itself can be
a challenging task. We believe that this requires
continuous training for e.g. content moderators to
enable them to recognize antisemitism in its vari-
ous shapes. Existing annotation efforts regarding
antisemitic online content consistently show that
classifying antisemitism is a complex and challeng-
ing task that depends on many factors such as the
context of a message or the background knowledge
of the annotators (Ozalp et al., 2020; Jikeli et al.,
2022). The constant evolvement of new antisemitic
codes adds to this complexity. A profound and
constantly updated knowledge of these codes is
thus of crucial importance. Last but not least, con-
tent moderation should be aware of the API’s po-
tential hypersensitivity towards certain keywords,
and to expressions of counter-speech. Relying on
API scoring might result in unintended punishment
of counter-speech, providing another reason for
continuous manual sample checks of results. The
hypersensitivity towards keywords might result in
unintended regulation of educational content, as in-
cidents on a number of social platforms have shown
(Sales, 2021). Furthermore, easily accessible feed-
back procedures for users should be provided to
allow for early error correction and monitoring.
Last but not least, transparency of the algorithms
and tools used for automated detection needs to be
increased, to raise awareness of the potentials and
limitations of such tools, and to foster research into
their strengths and weaknesses so that they can be
improved.
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<table>
<thead>
<tr>
<th>Score type</th>
<th>API Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>insult</td>
<td>Insulting, inflammatory, or negative comment towards a person or a group of people.</td>
</tr>
<tr>
<td>identity attack</td>
<td>Negative or hateful comments targeting someone because of their identity.</td>
</tr>
<tr>
<td>threat</td>
<td>Describes an intention to inflict pain, injury, or violence against an individual or group.</td>
</tr>
<tr>
<td>toxicity</td>
<td>A rude, disrespectful, or unreasonable comment that is likely to make people leave a discussion.</td>
</tr>
<tr>
<td>severe toxicity</td>
<td>A very hateful, aggressive, disrespectful comment or otherwise very likely to make a user leave a discussion or give up on sharing their perspective. This attribute is much less sensitive to more mild forms of toxicity, such as comments that include positive uses of curse words.</td>
</tr>
</tbody>
</table>

Table 3: Attributes from Perspective API that, based on the provided definitions, should react with higher scores towards texts with antisemitic content.

<table>
<thead>
<tr>
<th>original word</th>
<th>triple parentheses</th>
<th>code: Zionist</th>
<th>code: Globalist</th>
<th>code: satanistischer Freimaurer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jude</td>
<td>(((Jude)))</td>
<td>Zionist</td>
<td>Globalist</td>
<td>satanistischer Freimaurer</td>
</tr>
<tr>
<td>JÜDISCH!</td>
<td>(((JÜDISCH!)))</td>
<td>ZIONISTISCH!</td>
<td>GLOBALISTISCH!</td>
<td>SATANISTISCH!</td>
</tr>
<tr>
<td>Antifajuden</td>
<td>(((Antifajuden)))</td>
<td>Antifazionisten</td>
<td>Antifaglobalisten</td>
<td>satanistische Antifafreimaurer</td>
</tr>
<tr>
<td>Judenschwein</td>
<td>(((Judenschwein)))</td>
<td>Zionistenschwein</td>
<td>Globalistenschwein</td>
<td>satanistisches Freimaurerschwein</td>
</tr>
</tbody>
</table>

Table 4: Examples illustrating the modifications performed in texts labeled as explicitly antisemitic and containing words referring to Jews and Jewishness.
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Abstract

Positional analyses in political science target the identification of (dis)similarities between parties based on their stance on a given policy or political demand (claim) – which are, unsurprisingly, a well explored source of information for text-as-data approaches to this task. Political actors, however, do not only make claims regarding a given policy: they often provide justifications (frames) for their claims. Frames are likely to provide novel perspectives on positional analysis: they have, however, been largely neglected so far. Our work fills this gap: In a first experiment, we show how including political frames in the analysis leads to a more accurate picture using categorical (manually labelled) data from two datasets: i) the Manifesto dataset from the 2021 German federal election, and ii) a more structured dataset extracted from the German voting advice application “Wahl-O-Mat”. In a second experiment, we investigate whether transformer-based language model representations are able to infer party relations from the textual information, independent of the annotation. Our approach is a) able to identify relevant differences between claims and frames and b) represent the political spectrum when applied to the more structured dataset.

1 Introduction

The analysis of political texts faces the challenge of growing corpora paired with the continuing need for fine-grained analyses (Wiedemann, 2016). This includes, for example, the analysis of political claims (Koopmans and Statham, 1999) and frames (Benford and Snow, 2000). The former can be understood as demands made by politically motivated actors and the latter as the underlying reasoning they put forward, e.g., to persuade or inform voters through programmatic documents. This paper explores the interplay between claims and frames in capturing (dis)similarities between parties (positional analysis). More specifically, we treat claims as propositions stated by the parties, and frames as the justification(s) given to a certain claim. Figure 1 shows a concrete example: Both ecologists and liberals might reject the call (claim) for more wind turbines (1a); their different world view only becomes apparent when the frames behind the claims – wildlife protection and economic concerns, respectively – are considered (1b). In order to give a meaningful orientation for the voter both levels must be taken into account (1c; for another example see Brenneis and Mauve 2021). Yet, positional analysis has so far focussed on claims, neglecting the impact of frames.

This is not just a theoretical argument: recent empirical results suggest that voters feel more informed when the different propositions are enriched by supporting arguments (Brenneis and Mauve, 2021). This implies that these arguments carry additional information compared to purely positional pledges. Positional studies are conducted...
within the framework of the proximity model of voting, according to which voters favor parties whose position is closest to their own standpoint (Downs, 1957; Black, 1958; Enelow and Hinich, 1984). This idea builds on the presuppositional assumptions that a) voters are not only familiar with the propositions (or claims) of elective parties but also b) that these propositions sufficiently represent the partisan viewpoint on a given policy (for a critical discussion see Budge 1994; Budge et al. 2001).

An informed voter may consult the corresponding programs contained in party manifestos to learn about the various viewpoints. However, few voters read these documents to get a picture of the electoral landscape (Budge, 1987; Bara, 2006). Instead, they increasingly resort to voting advice applications (VAAs), such as VoteCompass¹ or the German Wahl-O-Mat (Marschall 2005; Marschall and Schrenk 2021, for an overview see Van Camp et al. 2014). These applications apply the idea of the proximity model to provide voting recommendations by matching the user’s policy preferences (propositions) with those of various political parties (Wagner and Ruusuvirta, 2012). Crucially, they go one step further and supply the supporting argumentations by matching the user’s policy preferences (propositions) with the claims of various political parties.

The comparison is carried out using two datasets from different textual genres. The first dataset contains manually annotated category information for both claims and frames related to the Covid-19 discourse in Germany as found in party manifestos of 2021 (MaCov21). Categories represent an abstraction from the text by assigning a theme/topic to the passage in question (e.g., “economic benefit” in Figure 1, Mayring and Fenzl 2019).

The second dataset is based on the German VAA ‘Wahl-O-Mat’ (WoM21) and contains annotations regarding the category of claims. It also provides justifications for the stances taken by the parties, but these justifications remain uncategorized (see Table 1 for an example).

Our study presents two experiments. In the first one, we ask whether we can computationally extract party clusters equally well from claim or frame categories (Section 4). In the second one, we ask how this compares to the use of the corresponding textual segments (Section 5). Here, the two corpora correspond to two scenarios differing in the amount of information available: in (i), frames are grouped by the annotated frame category when measuring text similarity; in (ii), frames are only grouped by the claim category, without the need for annotated frame categories. By comparing these two scenarios, we aim at understanding whether an analysis of frames can be carried out automatically without annotated categories, which would facilitate the analysis of texts by political scientists.

Contributions. This paper makes three contributions: First, we empirically assess whether connecting frames to claims in fact offers additional information. Results indicate that the two appear to capture two different dimensions of the data and thus complement each other. Secondly, we lay out how methods from computational argument mining may scale up this task: In a first step, we confirm that there are differences derived from the claims and frames from the Macov21 dataset using a transformer-based language model. Here, we deploy Sentence-BERT (Reimers and Gurevych, 2019) to extract text representations of claims and frames and measure the semantic similarity among them. In a second step, we observe that the more informative the scenario, the more in line clusters are with the ones emerging from the categorical data. However, we also find that the more structured the dataset, the less informative the labels need to be for the ‘optimal’ clustering. Lastly, we release the dataset which our observations are based on.

2 Background

The present paper utilizes the political claims analysis (PCA) framework (Koopmans and Statham, 1999, 2006), in which actors are linked to the politically motivated demands or actions they make (Panel A, Figure 1). PCA is typically applied to

¹https://votecompass.com/
newspaper articles and increasingly used to extract bipartite discourse networks (Leifeld, 2016; Haunss et al., 2013; Padó et al., 2019). In the electoral context of party manifestos, political claims can be thought of as pledges and analogously analysed (Blokker et al., 2020). The definition of a political claim in combination with frames - broadly understood as arguments or justifications for said claims - is the conceptual foundation of the current paper (Benford and Snow, 2000). We define these concepts following their usage in political science, which can vary from the definitions of arguments, frames, and claims employed in NLP.

These concepts can also be found in the context of VAAs, however, with a different notation: Claims map to propositions and frames to justifications (Table 1). In the case of the Wahl-O-Mat, propositions are compiled by researchers and selected voters. Parties are then asked to take a stance (in favour, neutral, or against) regarding the proposition and additionally to provide the reasoning for their decision. In this sense, VAAs and PCA utilize a similar data structure. As a result, the relations between parties and claims are often visualized as a bipartite network (cf. Figure 2), e.g., in guides (Hunger, 2021) or journalistic publications (Kriesel, 2017).

By and large, the positions presented in VAAs appear to align with party positions derived from expert opinions or party manifestos. Although, the comparison seems to suffer more, the less propositions or theses dedicated to a policy field are covered in the VAA (Wagner and Ruusuvirta, 2012). However, VAAs and PCA differ with regard to domains covered and depth of analysis. While the analysis of policy debates following PCA or DNA typically focuses in-depth on one policy field (see Leifeld 2020), VAAs cover a broad range of issues (Van Camp et al., 2014).

3 Datasets

We use two datasets with a similar data structure (see examples in Tables 1 and 5). The first dataset (MaCov21) was manually annotated by the authors and consists of 204 texts spans with political claims and frames related to the ongoing Covid-19 pandemic, based on the party manifestos of the 2021 federal election in Germany of 6 parties. Of the 204 cases, 170 are distinct claim–frame–actor triplets and used for the subsequent analysis. The employed annotation guidelines were developed inductively based on the manifestos under scrutiny: 55 different claim categories (e.g., ‘Mandatory vaccinations’) and 43 frame categories (e.g., ‘Deficits in the healthcare system’) occur in the data set, which are distributed into several higher-level categories based on the respective policy fields they cover (‘Health’, ‘Economy’, ‘Education’, etc).

The Wahl-O-Mat dataset (WoM21) consists of 38 theses containing the same number of claims, which are answered and justified by 38 different parties. The subset used in the present paper only views the 6 parties also contained in the MaCov21 dataset (n = 228 triplets).5

4 Experiment 1: Categorical analysis

We investigate the question concerning the added value of frames alongside claims for positional analyses both on a categorical and a textual level. This enables us to check to what extent claims and frames yield in fact different information when it comes to the (latent) positions of parties and whether these are consistent with theoretical and empirical expectations regarding the political spectrum in Germany (e.g., left-right scale). At the

---

3 The dataset and replication files can be found here: https://github.com/nicoblokker/cpss. Annotation started before the final versions of the manifestos were available, hence small differences may exist between the annotated and final versions.

4 The dataset and additional information can be found here: https://www.bpb.de/themen/wahl-o-mat/bundestagswahl-2021/

5 Parties included are: The Christian Democratic Union (CDU), the Social Democratic Party (SPD), the Green Party (Greens), the Free Democratic Party (FDP), the Left Party (Left), and the Alternative for Germany (AfD).
Table 1: Example annotations from the datasets (quotes translated from German and truncated). First row shows annotations from MaCov21 the second row from WoM21. MaCov21 entry labels are assigned a code-category (213 or f208).

<table>
<thead>
<tr>
<th>Data set</th>
<th>Party</th>
<th>Claim text</th>
<th>Claim category</th>
<th>Polarity</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaCov21</td>
<td>Greens</td>
<td>That is why there is a need for a minimum short-time allowance that is independent of the industry.</td>
<td>213 Minimum security</td>
<td>+</td>
<td>In times of Corona it is particularly evident that short-time benefits are too low for workers with small wages.</td>
</tr>
<tr>
<td>WoM21</td>
<td>Greens</td>
<td>A general speed limit is to apply on all high ways. (^1)</td>
<td>Speed limit on freeways</td>
<td>-</td>
<td>In order to reduce the number of serious accidents and enable relaxed driving without blatant differences in speed, the introduction of a general safety tempo as in all other European countries is called for [...].</td>
</tr>
</tbody>
</table>

\(^1\) Identical wording across all parties. Hence, it cannot be used meaningfully to determine textual similarity.

4.1 Methods

MaCov21 - Claims and Frames The similarity between parties’ positions and justifications can easily be compared on a network level: Piecing together the three distinct elements forming a triplet (claims, frames, and parties), one may build and visualize the result as a tripartite network (Figure 3). In addition to the typical way to combine parties and propositions (Figure 2), we added justifications as a third node type. This has profound consequences for the network topology: While the bipartite network contains 7 nodes (5 actor nodes and 2 claim nodes), the tripartite network displays an additional number of 9 frame nodes. What stands out in this example is that while parties address the same claims, they rarely corroborate them with the same frames. This is a first indication that claims and frames might convey different information.

However, instead of directly analyzing the joint representation of parties, claims, and frames, we aim to isolate the impact of frames on the network. Therefore, to evaluate the concrete benefit of including justifications in the analysis of party positions, we tease the network apart: We measure the similarity between a) the party-claim network and b) the party-frame network as derived from the MaCov21 dataset based on the category labels. More specifically, we take the cosine similarity of the incidence matrices underlying the two graphs. The positions parties take are represented within the matrix as 1 (support), -1 (opposition; only relevant for claims), and 0 (no position). This breakdown of the joint, tripartite network into its bipartite components can be seen as a preparatory step. Firstly, it allows to establish whether there are in fact differences and secondly, it serves to gauge the nature...
of these differences to guide future analyses.  

4.2 Evaluation

To test whether the incidence matrices are significantly different from each other, we compute Mantel correlation to test their significance (Mantel, 1967). This test allows to estimate correlations (such as Pearson’s $r$) in the face of distance or relational data, in which observations are dependent on each other. It addresses the problem of dependency by calculating correlations on all permutations of the flattened distance matrix. The one-tail hypothesis tests whether the correlations from the permuted matrices are higher than the first observed correlation. In a second step, we then apply agglomerative hierarchical clustering procedure to the distance matrices to explore what different party-clusters can be extracted from their usage of claims and frames in terms of categories.

4.3 Results and discussion

MaCov21 The resulting similarity scores between parties are presented as heatmaps in Figure 4. The idea is to potentially uncover different aspects (or dimensions) of observed party behavior by comparing how parties manoeuvre claims and frames in their programs. The correlation between the two matrices is high and significant (Mantel statistic $r = 0.68$, $p < 0.05$). However, there appears also to exist enough variance between how parties use claims and frames ($r^2 = 0.46$). Therefore, the clustering tree based on these scores suggests two different clusters for both representations. The clustering based solely on shared claim usage suggests a division that places the parties into their corresponding party families following a left-right pattern (Cluster 1 = AfD, CDU, FDP; Cluster 2 = Left, SPD, Greens). On the other hand, when considering the party frames representation, the clusters become more heterogeneous — at least from a ideological perspective. The first cluster contains the four mainstream parties (CDU, SPD, FDP, and Greens), while the second cluster contains the two parties at the outskirts of the political spectrum (AfD and Left). Incidentally, the partitioning based on the second cluster analysis seems better suited to identify potential coalitions. For instance, the previous governing coalition (2017–2021) consisted of CDU and SPD, while the newly formed coalition comprises SPD, Greens, and FDP.

While the correlation analysis and the clustering suggests that claims and frames indeed contain different information, the difference should not be overestimated. The correlation between matrices (in Figure 4) is still high. Additionally, these results need to be put into perspective given the small and imbalanced sample size as well as the preliminary nature of the dataset. Also, the AfD-Left cluster is somewhat unexpected given the political spectrum in Germany (see Section 6) and requires further analysis.

WoM21 We now turn to the second dataset where the analysis varies slightly for three reasons. First, WoM21 does not contain as much annotated information as MaCov21, for example, there are no frame categories and the claim statements are a standard sentence across parties. While this permits us to apply both correlation and cluster analyses to the claim level, it is not applicable to the frame level, where one has to resort to the textual representation (see Experiment 2). Secondly, we do not compare the results of the matrix distance across datasets because the MaCov data consists of categories related to the discourse around the COVID-19 pandemic whereas WoM21 comprises the parties’ justifications regarding various policy fields. And finally, – although they are conceptually similar – the two datasets have different data distributions because of their nature (one being party manifestos and the other an online application). Rather than aiming for a direct comparison, we content ourselves with a comparison of how well the two approaches map to a two dimensional (political) space (Figure 5).

5 Experiment 2: Textual analysis

Whereas the first experiment makes use of only information from the annotated categories of claims and frames, this step seeks to evaluate to what extent a combination of textual data and text similarity approaches can be implemented to understand party relations in terms of their stated claims and frames. Our aim is to evaluate whether textual data alone is able to capture the proximity among parties, and therefore, aid political scientists to scale up their analyses of political texts to larger amounts of unlabeled data. To this end, we frame party characterization as a representation learning task where
Clusters based on Claim-usage

Clusters based on Frame-usage

Figure 4: Heatmaps containing similarity scores between party-claim (left) and party-frame (right) representations based on categories from the MaCov21 dataset. Integers show the number of times parties agree with each other adjusted for the number of times they disagree. Floating point numbers correspond to cosine similarities. Clustering trees on the left sides of the matrices are based on cosine distance (1 minus cosine similarity), using Ward’s linkage.

<table>
<thead>
<tr>
<th>MaCov21</th>
<th>WoM21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num cat. claims</td>
<td>55</td>
</tr>
<tr>
<td>Num cat. frames</td>
<td>43</td>
</tr>
<tr>
<td>Tokens claims</td>
<td>9-55-190</td>
</tr>
<tr>
<td>Tokens frames</td>
<td>8-56-291</td>
</tr>
</tbody>
</table>

Table 2: Number of annotated categories for claims and frames. Minimum, mean, and maximum number of tokens for claims and frames respectively.

the parties are represented by the textual spans of their claims and frames and consecutively are compared by a standard similarity measure such as cosine. Our approach detailed under Section 5.1, however, assumes that the relevant text spans are already identified. The full automated potential of this setting therefore only unfolds when combined with efforts of claim identification (Lippi and Torroni, 2015; Padó et al., 2019) and frame extraction (Card et al., 2015; Nicholls and Culpepper, 2021).

5.1 Methods

Model for text representations We build on Sentence-BERT text representations (SBERT) (Reimers and Gurevych, 2019), a variant of BERT (Devlin et al., 2019) or RoBERTa (Liu et al., 2019) which aims at better encoding the (dis)similarities between sequences of text. To do so, it adds a pair- or triple-based semantic similarity fine-tuning step that uses natural language inference and paraphrasing corpora. As a result, this model is more appropriate for our analysis because of its more semantically meaningful adaptation of transformers-based language models, and its computational efficiency given that it takes into consideration the sentence representations and let aside all the token representations. Pre-trained SBERT models are available in English or in multilingual versions. Since our datasets are in German, we implement the multilingual version of SBERT.7 8

MaCov - Claims For the MaCov21 dataset, since we may have multiple claims belonging to the same claim category and the same party, we first concatenate the texts that belong to the same claim category and the same party, i.e. claim I of claim category I and claim II of category I from party A become a single sequence. The default maximum number of tokens per sequence (128) is kept from the original fine-tuned sentences which may cause degradation of the representations. The computation...

7https://huggingface.co/sentence-transformers/paraphrase-multilingual-mpnet-base-v2
8It is also the best performing pre-trained multilingual SBERT model in the evaluation tasks overall: https://www.sbert.net/docs/pretrained_models.html.
putation of the similarity is formulated as:

\[ \vec{s} = \text{MODEL}(s) \]  

(1)

\[ \text{sim}(P_1, P_2, i) = \cos(\vec{c_{\text{cat}}}(P_1, i), \vec{c_{\text{cat}}}(P_2, i)) \]  

(2)

\[ \text{sim}(P_1, P_2) = 1 - \frac{1}{|\text{Cat}|} \sum_i \text{sim}(P_1, P_2, i) \]  

(3)

where the sequence \( s \) is fed into SBERT to retrieve the representations (Eq. 1). \( c_{\text{cat}} \) refers to the claim category and to the way the \( s \) representations are grouped in the comparison between party pairs. Then, the cosine similarity of a claim category between two parties \( P_1 \) and \( P_2 \) is computed (Eq. 2), i.e., if party A and party B both have claims under the category \( i \), the cosine similarity is computed (refer to Table 6 for examples). Finally, all accumulated scores between a party pair are averaged for \( \text{sim}(P_1, P_2) \) as Eq. 3 shows. This results in a distance matrix \( \mathbb{R}^{p \times p} \) with the mean average sim between parties where \( p \) is the number of parties (=number of manifestos).

**MaCov - Frames** A similar procedure is followed to compute the average distance matrix of frames in MaCov21, but as Table 3 illustrates, there are two setups for grouping frames during the similarity computation. The former is less informative because only the claim categories are considered. It follows the same steps as equations 1, 2, 3. The only difference is that Eq. 1 refers to the encoding of frames rather than claims.

On the other hand, the latter is more informative given that it takes the frame annotated categories into account. Therefore, Eq. 2 is replaced by:

\[ \text{sim}(P_1, P_2, i) = \cos(\vec{f_{\text{cat}}}(P_1, i), \vec{f_{\text{cat}}}(P_2, i)) \]  

(4)

where \( f_{\text{cat}} \) refers to the frame category.

**WoM - Frames** We only analyse the textual data from frames since the claim statements are the same across parties. Moreover, there is no annotated data for the categories of frames, so text similarity is grouped in the less informative way, with claim categories following procedures of equations 1, 2 and 3.

<table>
<thead>
<tr>
<th>Dataset(s)</th>
<th>Text</th>
<th>Group</th>
<th>Informative</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaCov</td>
<td>Claim</td>
<td>Claim cat.</td>
<td>+++</td>
</tr>
<tr>
<td>MaCov</td>
<td>Frame</td>
<td>Claim cat.</td>
<td>+</td>
</tr>
<tr>
<td>WoM</td>
<td>Frame</td>
<td>Frame cat.</td>
<td>+++</td>
</tr>
</tbody>
</table>

Table 3: Experimental set-up of the textual data. Group represents how the texts were grouped when measuring text similarity. More informative means more information from the annotations.

<table>
<thead>
<tr>
<th>Categorical</th>
<th>Textual</th>
<th>MaCov</th>
<th>WoM</th>
</tr>
</thead>
<tbody>
<tr>
<td>claim</td>
<td>claim</td>
<td>0.73**</td>
<td>N/A</td>
</tr>
<tr>
<td>claim</td>
<td>frame (C)</td>
<td>0.4</td>
<td>0.53**</td>
</tr>
<tr>
<td>claim</td>
<td>frame (F)</td>
<td>0.32</td>
<td>N/A</td>
</tr>
<tr>
<td>frame</td>
<td>frame (C)</td>
<td>0.41</td>
<td>N/A</td>
</tr>
<tr>
<td>frame</td>
<td>frame (F)</td>
<td>0.52**</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 4: Mantel correlation between categorical and textual distance matrices. (C) means that the text was grouped by the claim categories. (F) means it was grouped by the frame categories. ** indicates p-value < 0.05.

**5.2 Evaluation**

We evaluate to which degree the different settings of text similarity computation can capture the relation between parties through Mantel’s procedure (explained in 4.2). We assume that the higher the correlation between them, the better party proximity is captured with textual data. The correlation is calculated between the distance matrix built with textual data and the distance matrix derived from the categorical data which is our frame of reference given that they have been manually annotated. The comparison is carried out within datasets – the categorical distance matrix from MaCov (claims or frames) is compared with the textual distance matrix (claim or frames) from MaCov, and the categorical distance matrix built with claim positioning is compared against the textual distance matrix of frames, both from WoM.

**5.3 Results and discussion**

**MaCov21** Our leading question is whether we can reach comparable results based on text classification as we derive from the categorical data. As Table 4 shows, the overall correlation between categorical and textual data amounts to \( r = 0.73 \) (\( p < 0.05 \)) for claims, showing that SBERT representations are relatively good at capturing the relation among parties. For frames grouped by the
frame category, the correlation is $r = 0.52$ ($p < 0.05$) while for frames grouped by the respective claim category only $r = 0.41$ (not significant, $p > 0.05$; for examples refer to Table 6). These results show that the more structured information is provided in the grouping of frames when computing text similarity, the better clusters are formed. This points to the fact that frame annotations are still necessary for understanding party proximity. The correlation between the similarity matrix of claims and frames grouped by frames provided by SBERT correlate on a moderate level but not significantly ($r = 0.40$, $p > 0.05$). The correlation increases once the frames are grouped by frame categories to $r = 0.49$ ($p > 0.05$), corroborating the idea that claims and frames present different aspects of the parties’ view as supported by the category-based analysis.

6 Annotated and predicted similarity

Finally, we compare the results for both experiments on how well they are able to mirror the political spectrum in Germany. More concretely, we use the right-left (RILE) score of the Comparative Manifesto Project as empirical reference point (Volkens et al., 2021). To compare the results from both datasets with each other, we used classical multidimensional scaling on the corresponding distance matrices (Figure 5). The cluster analysis reveals similar clusters for both (annotated) frames and claims as observed in MaCov21 with some within-cluster deviations. Once more, the use of propositions can be clustered according to the party family. While the usage of justifications again suggests to distinguish between mainstream parties it now places both AfD and Left in their own cluster. Figure 5 reveals that for the WoM21 data – in which the frame dimension is based on textual similarity and only the claim dimension on categorical information – a three cluster solution is preferred.

Party clusters on the claim dimension (x-axis) are consistent across datasets. Differences exist in their exact position and within cluster arrangements. For example, while the CDU is further right from the FDP according to the WoM21 data (see right panel of Figure 5), they are much closer to the left cluster in the MaCov21 dataset (left panel). Similarly, the Greens are closer to the Left party in the WoM21 data, while they are closer to the SPD in the MaCov21 dataset. In the absence of categorical data we resorted to the use of SBERT to extract similarities between the justifications used by different parties. Again, we observe a first cluster of mainstream parties that is divided from the AfD and the Left. However, instead of placing the latter into the same cluster, a three cluster solution is more in line with our expectation of party alignment in Germany (see Volkens et al. 2021).

7 Conclusion

To obtain a comprehensive assessment of a political party, it is not enough to know its position on a given policy, proposition, or claim. We argue that it is also important to know how the position is justified. In this paper, we found indications that the usage of claims and frames by parties carries complementary information that might not only help us better understand how coalitions are formed across ideological divides but also provide a clearer orientation for potential voters. We evaluate the obtained results through comparison to theoretical and empirical expectations, such as the typically used left-right scale (Laver et al., 2003; Slapin and Proksch, 2008; Glavaš et al., 2017).

Furthermore, we investigate a) whether we are able to computationally extract similar party-clusters from the textual representation to the ones derived from the categorical data and b) how much information is needed from the annotations for the clustering. Results are either evaluated against manual annotations derived from party manifestos or a party annotated questionnaire regarding the positions of parties according to certain policies. While the model confirms that frames and claims vary in their semantic similarity, the clustering does not align with the category-based approach. We attribute this to the variance in the domain under study (the Covid-19 debate in Germany) and the preliminary state of the MaCov21 dataset. However, when applied to the more streamlined WoM21 dataset, we find that computational models are able to automatically extract relevant information regarding party (dis)similarities from the WoM dataset that is in line with theoretical assumption about the political spectrum in Germany.

Given the novelty of the approach, our results are best seen as prototypical attempt to shed light into the dependencies existing in the network representation between the three nodes types (actor, claim, frame) in an partisan setting (Figure 1). This
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Figure 5: Similarity scores for party-claims and party-frames based on categories from the MaCov21 dataset (left) and on the categorical claim data and textual frame data from WoM21 (right) mapped to two dimensions using multidimensional scaling. Division lines indicate cluster solutions based on either claim usage or frame usage.

is reinforced by the fact that we work with a preliminary and small dataset (MaCov21). As a consequence, the results can only be seen as first indication prompting further inquiries, ideally with larger amounts of data. On a similar note, further inquiry is needed to clarify a) in what exact quality claim and frame dimensions differ and b) to what extent these cues are mirrored by automated procedures.

Nevertheless, we are confident to have found yet another promising point of contact between the political science and NLP communities, as our results demonstrate how party competition research can benefit from the interdisciplinary exchange with argument mining. Comparable results allow political scientists to scale up their analysis to verify if findings hold up across domains. Another still open question is whether the provided insights apply to other media formats as well (e.g., social media (Mendelsohn et al., 2021)).
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Table 5: Examples from the datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Actor</th>
<th>Proposition</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaCov21</td>
<td>Left</td>
<td>Die Lizenzfuehr die Coronaimpfstoelle mussen freigegeben werden, damit die Impfstoff-produktion beschleunigt werden kann.</td>
<td>709 Einschrankung Patentschutz</td>
</tr>
<tr>
<td>MaCov21</td>
<td>Left</td>
<td>Die Lizenzfuehr die Coronaimpfstoelle mussen freigegeben werden, damit die Impfstoff-produktion beschleunigt werden kann.</td>
<td>709 Einschrankung Patentschutz</td>
</tr>
<tr>
<td>MaCov21</td>
<td>CDU</td>
<td>Deshalb wollen wir die gewonnenen Erkenntnisse nutzen, um Aufgaben und Strukturen im Bevolkerungsschutz zu moder-nisieren und weiterzuentwickeln.</td>
<td>101 bessere med. Versorgung</td>
</tr>
</tbody>
</table>
Table 6: Similarity of sentence pairs as provided by SBERT for MaCov21 and WoM21.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sentence 1</th>
<th>Sentence 2</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaCov21:Frame</td>
<td>CDU= Die Pandemie zeigt, wie wichtig die internationale Zusammenarbeit bei Fragen der Gesundheit und der Gesundheitssicherheit ist. Gleichzeitig hat sich gezeigt, dass die WHO ihr zentrales Mandat in der globalen Gesundheit aufgrund mangelnder Ressourcen aktuell nur unzureichend erfüllen kann.</td>
<td>GRÜNE= Sie soll Gesundheitssysteme weltweit stärken können, damit eine bessere Versorgung lokaler Bevölkerungen sichergestellt ist und die Prävention gegen nichtübertragbare wie übertragbare Krankheiten, deren Diagnose und die Reaktion darauf verbessert werden.</td>
<td>0.75</td>
</tr>
<tr>
<td>WoM21:Frame</td>
<td>AfD= Die sogenannte “gendergerechte Sprache” ist eine groteske Veranstaltung der deutschen Sprache. Sie schafft keine Gleichberechtigung. Sprache darf kein Spielball ideologischer Interessen sein. Wir lehnen daher insbesondere die sogenannte “gendergerechte Sprache” ab und sprechen uns gegen jegliche Verpflichtung aus, sie verwenden zu müssen.</td>
<td>DIE LINKE= Das halten wir für selbstverständlich.</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Figure 6: Clustering trees derived from the bipartite Party-Claim (left) and Party-Frame (middle) networks compared to the one derived from the tripartite network (right).
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Abstract

Face-to-face interactions between public service professionals and citizens constitute an essential point of contact between the public and the state. Of central importance in these settings is the comprehensibility of the conversation in order to reduce the communicative gap between citizens and state authorities. Starting from the criteria available for written communication, we systematically investigate administrative spoken language during public service delivery and propose a plain language score that allows us to measure the comprehensibility of speaker turns. This allows us to track conversation dynamics across public service encounters. Moreover, the results indicate that in the dataset under investigation, there are only minor differences in language use between public service professionals and their clients.

1 Introduction

With public administration professionals being responsible for the practical implementation of existing laws, face-to-face interactions between them and citizens constitute an essential point of contact between the public and the state (Maynard-Moody and Musheno, 2012; Lipsky, 1980). A key point for the success of a fair, non-discriminatory and responsive public service delivery is the comprehensibility of the conversation, regardless of the service domain in which it takes place (Bartels, 2013; Eckhard et al., 2022; Lipsky, 1980; Maynard-Moody and Musheno, 2012). Hardly anyone approaching a state authority, for instance when applying for social or unemployment benefits, disposes of all the necessary legal expertise and procedural knowledge, which is often based on uncommon terminology. This creates a knowledge imbalance between the majority of the population and the administrative staff, making comprehensible forms of communication an absolute necessity.

In addition, countries across the globe are putting in place regulation to reduce this inequality in communication. For instance, in Germany, the Act on the Equality of People with Disabilities (‘Gesetz zur Gleichstellung von Menschen mit Behinderungen’), as well as the Barrier-Free Information Technology Ordinance (‘Barrierefreie-Informationstechnik-Verordnung’) (Bundesamt für Justiz, 2011) regulate since 2002 the accessibility in written texts between people with disabilities and the federal government in Germany aiming at removing communication barriers (Schubert, 2016), both in written and spoken communication.

In this work we look at the concept of plain language, a major criterion for bridging the communicative gap between citizens and state authorities. First, we propose a taxonomy for measuring plain language in transcribed face-to-face interaction, going beyond previous work which has mainly considered written communication (Lieske and Siegel, 2014; Löffler, 2015; Bredel and Maaß, 2016; Bock, 2018; Pottmann, 2019; Hansen-Schirra and Maaß, 2020; Harbusch and Steinmetz, 2022). This taxonomy takes into account a variety of factors, from morphology, syntax to discourse structure.

We then use computational means to analyze a novel dataset of German real-world public service encounters, i.e., meetings between citizens and state officials which are targeted at providing support and advise with respect to welfare benefits. Using this dataset, we are able to provide a solid foundation for establishing a metric to measure the use of plain language in such encounters. To the best of our knowledge, this is the first empirically-driven and computational attempt to systematically measure transcribed, spontaneous administrative language and it is also the first attempt to model plain language in this genre.

2 Related Work

The use of plain language in written administrative communication has already been addressed in several studies (see for example Hansen-Schirra and
Maaß (2020); Bock (2018). Baumert (2016) gives an overview of the theoretical background of plain language in German, while Baumert (2018) and Baumert (2019) explore its practical application. Bredel and Maaß (2016) and Maaß (2015) focus more on the provision of rule books and recommendations for text production using plain language. In their research, Oomen-Welke (2015) and Pottmann (2019) have shown that the use of plain language is a useful tool for teaching German as a foreign language, as it allows texts to be adapted to the specific language level of the students. Recently, Harbusch and Steinmetz (2022) developed ExtendEasyTalk, a “natural-language paraphrase generator” helping the user to produce correct and understandable texts. In addition, Seiffe et al. (2022) have recently created a dataset of German sentences that were annotated for perceived sentence complexity and comprehensibility by experts and non-experts. Despite the widespread interest in plain language from various disciplines, spoken interaction and in particular of public-service encounters on the street-level still remains widely under-researched (Döring, 2021).

Building on the findings for written communication, the goal in this paper is to develop a method to measure the use of plain language in face-to-face public service encounters, paving the way for a systematic study of comprehensibility in street-level bureaucracy.

3 Plain Language

In the context of administrative language, we see plain language as one way to lower communication barriers that can prevent a client from following the conversation due to the way that the information and its complexity is presented. By lowering comprehension barriers in administrative language, public service employees can help clients understand the issues that affect them while also ensuring equal citizen treatment and thus building trust and social coherence.

The guidelines developed by the German easy-to-understand language association Netzwerk Leichte Sprache (which was founded in 2006) on the practical application of easy language were initially derived from practice and are primarily aimed at facilitating comprehension for a heterogeneous group of people, like for example people with cognitive disabilities, reading difficulties, non-native speakers of German and older people (Bredel and Maaß, 2016). However, in situations involving complex issues and requiring specific knowledge, plain language can also be appropriate for communicating with a broader audience and help them to better understand the content at hand.

Despite the fact that the terms ‘easy language’ and ‘plain language’ do not describe the exact same concept, they are often used synonymously in practice. The difference between the two lies in the regulation. While there are fixed rules for Leichte Sprache (Maaß, 2015), there are only recommendations for Einfache Sprache. Although we are aware of the difference, we will use both terms interchangeably throughout the paper.

The rules and recommendations established so far mainly refer to the implementation of comprehensibility in written communication. A systematic and empirically-driven investigation and establishment of criteria for spoken communication in Leichte or Einfache Sprache does not yet exist.

4 Operationalising plain language

Derived from the existing guidelines on plain language that apply to written communication, we establish criteria for evaluating Plain Spoken Language. We distinguish the relevant features into four overarching categories: word-level features, morphological features, syntax-level features, and lastly, utterance-level features, given that we are dealing with spoken language.

4.1 Word-Level Features

Jargon/Specialized Vocabulary Although jargon helps to summarise complex concepts into a single term, it is usually only understood by those with shared background knowledge in a specific area, thus hindering everyone else from understanding. The use of specialized vocabulary should therefore be avoided in expert-lay communication or at least explained adequately in order to create semantic transparency and enhance comprehensibility.

By using Term frequency - inverse document frequency (TF-IDF) we take into account the importance of each non-stopword across transcripts. In contrast to the regular usage of TF-IDF as a way to identify highly characteristic items across documents, we use it to identify those lexical items which are typical across the overall dataset. We then count the number of occurrences of each of these specific words per speaker turn and sum up at the utterance level to then divide the aggregated jar-
gon score by the total number of sentences within the speaker turn.

We are aware that this is a simplification as we do not consider the frequency of those items in non-governmental data. However, collecting data that is similar enough to compare the numbers is difficult, as the jargon used in this type of communication is very specific.

**Dialect** Another word level criterion that contributes to easier understanding of spoken language is the omission of dialect. Particularly in face-to-face conversations with non-native German speakers, the use of dialect can impede comprehension. We use a self-curated word list and our own set of heuristics to identify instances of dialectal speech, focusing mainly on morphological deviations from Standard German, like for example the use 'zamme' instead of 'zusammen' (together). We then obtain the relative occurrence of dialectal items by dividing them by the total sentence number within the specific speaker turn.

### 4.2 Morphological Features

**Nominalizations** A nominalization is the transformation from one POS, often verbs and adjectives, into a noun, as illustrated in Example (1).

(1) kündigen (V) $\rightarrow$ Kündigung (N)
resign $\rightarrow$ resignation

Following the guidelines for plain language (Netzwerk Leichte Sprache, 2014), nominalizations are rather difficult to understand and should therefore be replaced by the verbal style. With the goal of examining whether the verbal style is much more dominant in spoken interaction than the nominal style, we identify nominalization patterns by annotating the nouns ending -ung, -nis, -heit, -keit, -igkeit, -anz or -enz throughout the transcripts. After detection, we sum up the total number and divide by the number of spoken sentences to get the relative frequency of nominalizations within one speaker turn.

**Participial constructions** Participial constructions, like the one in Example (2), are mainly used in formal language register and should therefore be avoided in plain language. Instead of a finite verb, participial constructions use a participle and form a compound sentence together with the main clause. Based on the morphological analysis we identify those participles and calculate their relative occurrence in the individual speaker turn.

(2) Employee: Die von Ihnen während der Probezeit erbrachte Leistung war wohl nicht ausreichend.
‘The performance you provided during the probationary period was probably insufficient.’

### 4.3 Syntactic Features

**Sentence Length** According to the guidelines for plain language (Netzwerk Leichte Sprache, 2014), the choice of sentence length is a very important characteristic to enhance comprehensibility. Ideally, sentences complying with these requirements should be as short as possible to make any information in the sentence easier to process and understand.

Hence, in addition to the length of each spoken sentence, we also calculate the average sentence length per speaker turn.

**Sentence complexity** As plain language represents a highly simplified variant of any language, the aim is to avoid complex syntactic structures in the interest of comprehensibility. Sentences ideally contain only one proposition and no subordinate clauses, relative clauses or nested constituents which impede comprehension.

Example (3) is taken from one of the transcripts recorded for this project and shows a sentence, which does not comply with the plain language rules, as it consists of more than one constituent and propositions. Additionally, this sentence also violates the recommendation of using short sentences.

(3) Employee: Dann schicken Sie mal die Krankmeldung, dann gucken wir das an, ob das wirklich die Tage abdeckt.
‘Then send us the sick note and we’ll take a look at it to see if it really covers the days.’

In order to calculate sentence complexity, we divide all utterances into smaller units of text in order to work with a more fine-grained structure of the discourse. Although there is no consensus in the literature on what exactly these units have to comprise, it is generally assumed that each discourse unit describes a single event (Polanyi et al., 2004). Following Marcu (2000), we term these units *elementary discourse units* (EDUs). For German, we approximate the assumption made by Polanyi et
al. (2004) by inserting a boundary at every punctuation mark and every clausal connector (conjunctions, complementizers). The average sentence complexity is calculated by dividing the count of discourse units per sentence by the overall number of sentences per speaker turn. A value of 1 therefore corresponds to the ideal score, whereas higher values are considered to be more difficult to understand.

**Passive voice and Genitive** Both passive constructions and genitives are used frequently, especially in German written communication, despite the fact that there are alternative and easier to understand ways of phrasing. Compared to the active voice, sentences in passive voice are more difficult to understand as they conceal the acting parties (agents) and require proper "decoding" to be fully understood. They should therefore be replaced by the active voice alternation.

The same applies to genitive constructions, which, according to the guidelines for plain language, should be replaced by more easy-to-understand dative phrases. Example (4) shows how the employee uses a genitive construction that could have been replaced by an easier-to-understand sentence construction.

(4) *Das ist wahrscheinlich von der GEZ. Die Mitteilung über den Ablauf der Befreiung.*

‘This is probably from the GEZ (TV licence fee agency). The notification about the process of exemption.’

We count all the occurrences of passive and genitive constructions per speaker turn and calculate the relative occurrences for each feature separately.

### 4.4 Utterance-level Feature

**Speech rate** In order to calculate the words spoken per minute, we first calculate speech time based on the timestamps provided from the transcript per speaker turn. In a second step we divide the number of words by the resulting speech time and add this as a feature to the utterance level. We define a speech rate over 120 words per minute to be more difficult to understand, whereas speech rates below 120 are considered to be easier to follow.

## 5 A Plain Language Score

### 5.1 Aggregation

To make plain language measurable in spoken interaction, we propose the ‘Plain Language Score’, with values ranging between 0 (plain language) and (potentially infinitely) high values for difficult language. Each turn in the transcript is assigned one value of the Plain Language Score, based on the feature structure found in that turn. Across our data set, the Plain Language score varies between 0 and 6 for both clients and employees.

For aggregation, we calculate the relative frequency of each feature based on the total number of sentences in that turn. As all features described above are to be avoided when using plain language, we define a relative score of 0.5 and higher as the threshold for plain language, i.e., if a feature for difficult language is found in more than half of the sentences, the overall Plain Language score is incremented by one. In addition, we add 1 for each turn where the speech rate exceeds 120 words per minute and in cases where the average sentence complexity is greater than or equal to 2. Those thresholds are based on expert heuristics. A Plain Language score of 0 for a turn therefore indicates perfect implementation of the plain language recommendations, whereas a higher score assumes the language to be more difficult according to our operationalisation of plain language.

### 5.2 Data

The collection of speech data in public service encounters started in 2020 across a number of German local administrations. Here, we recorded dialogues between frontline civil servants and their clients in a local jobcentre in a county administration in Western Germany. After an extensive procedure of making sure that we adhere to data protection regulations, the data was then transcribed and anonymized, including multiple cross-checks. In particular, this involved a manual pre-processing step of replacing all names, city names, telephone numbers, e-mail addresses and other sensitive data with generic tags. In addition, personal information of all speakers is untraceable. The corpus underlying the investigation in this paper consists of 52 word-to-word transcripts of real face-to-face public service encounters, covering around 21 hours of verbatim transcript and containing more than 219,000 words. In total our corpus comprises over 10,000 speaker turns, which are almost equally dis-
tributed between employees and clients. Each transcript contains time stamps per utterance and may include elliptical constructions, morphological imperfections, along with dialectal speech.

5.3 Processing

In a first step, all transcripts are converted into XML format. As these files are verbatim transcripts, any non-verbal and background sound or filler content that is transcribed is cleaned up in a pre-processing step. Any forms of interruption are left as is, they will be used in downstream tasks.

In a next step we use the Stanza NLP package (Qi et al., 2020) to conduct sentence splitting, tokenization and lemmatization. We also add POS-tags, morphological features and dependency relations of each token (lexeme). The data is then processed with LiAnS (Linguistic Annotation Service) which is based on (Gold et al., 2015), a rule-based NLP pipeline for analyzing linguistic features in spoken dialogue and debates in English and German. For this paper, we extend the pipeline in order to automatically detect the features described in Section 4. This also involves a set of carefully crafted disambiguation rules in order to provide reliable annotation. The features identified in each turn across each transcript provide the basis for calculating the Plain Language Score per turn.

6 Analysing Plain Language in Public Service Encounters

6.1 Distribution

The histogram in Figure 1 shows the frequency distribution of the plain language scores in all transcripts both for clients and employees. For both groups, the majority of speaker turns lie at a score between 0 and 2. Scores between 3 and 4 occur sporadically, while scores at 5 and 6 appear only rarely. The mean score for employees is 1.27 and for clients 0.96, with the median for both groups being 1.0.

Examples (5), (6) and (7) illustrate the difference between score 0, score 1 and score 6 speaker turns, respectively:

(5) Employee: Mehr habe ich jetzt im Moment nicht. War mir wichtig Ihnen das nochmal zu erklären.
‘That’s all I have right now. It was important for me to explain this to you again.’
SCORE: 0

(6) Client: Der kriegt auch eine Rente, aber das nennt sich irgendwie anders.
‘He also gets a pension, but it’s somehow called differently.’
SCORE: 1

(7) Employee: Vor allem, weil der ganze Förderzeitraum noch nicht ausgeschöpft wurde, weil diese Förderung nach dem Paragraph 16e wären Sie zwei Jahre lang gefördert.
‘Especially because the whole funding period has not been exhausted, because this funding under the paragraph 16e you would be funded for two years.’
SCORE: 6

The speech turn in Example (5) receives a score of 0, because no difficult-to-understand constructions and phrases were used. The sentences are short, without subordinate clauses, passivizations and nominalizations. Example (6) is scored with 1 because of the average sentence complexity being 2 (two subclauses in one sentence). The speech turn in Example (7), in contrast, receives the highest score of 6 in the data set, composed as follows: The speech rate calculated from the words spoken and time used is 134 words per minute. The average sentence complexity is over 1. In addition, the sentence contains a passive, a participial construction, a nominalization and use of jargon. Each of these items increases the score by 1.
6.2 Conversation dynamics

The lollipop chart in Figure 2 shows the conversation dynamics based on the plain language score per speaker and speaker turn. One employee of the employment agency and two clients participated in the interview depicted here. Based on the detected features and the calculated plain language scores, the visualization shows the scores ranging between 0 and 4. In this particular interaction, both the employee and the clients use equally easy and difficult to understand language, though the level varies across the conversation, with a number of outliers (e.g., at turns 14, 46 and 57).

The outlier in turn 14 is shown in Example (8): it receives a score of 4 due to a high speechrate (280 words/minute), high average sentence complexity, and the use of passive and participial constructions.

(8) Client1: Der ist halt jetzt nur nicht in dem Haus, weil er dann wieder abgezogen wurde nach Ortsname, und sobald der wieder zurück ist, würde ich den dann unterschreiben.

‘It’s just that he’s not in the house now, because he was then taken away again by place name, and as soon as he’s back again, I would then sign it.’

SCORE: 4

6.3 Feature correlation

In order to see more closely which features of plain language correlate, we plot heatmaps of all features for employees and clients separately in Figure 3. Overall, the correlation between features is very similar for employees and clients: For instance, we find that some features, such as “wordcounter” and “participle_constructions”, “passive” or “nominalizations” more strongly correlate than other features, both for clients and employees. The same applies for the feature pair of “passive” and “participle_constructions”. “Dialect” and “genitive” also seem to correlate for employees and clients.

The observed correlation between “jargon” and the remaining linguistic features for employees can be explained by the fact that their knowledge of technical terms is better compared to that of clients and leads them to use these terms more often during consultations. At the same time, we observe a higher, albeit defiantly low, correlation between “dialect” and the other features for clients. We attribute this difference to the fact that employees are more careful about speaking Standard German to their clients than the clients themselves are.

(9) Employee: Die Verfahrenskosten des Bescheides liegen so zwischen 150 und 180 Euro, dass Sie Bescheid wissen.

‘The procedural costs of the notice range from 150 to 180 euros so that you know.’
Furthermore, we attribute the quite substantial correlation between dialect and genitive to noise in our dataset. An example is given in (9). The definite article “das” must be adapted to “des” when used with the genitive in German. At the same time, in some dialects, “des” is an equivalent of “das” without signaling a genitive noun phrase. Teasing apart these two usages will be done in a later step.

In terms of differences between roles, i.e., between employees and clients, we see a higher correlation for “jargon” throughout all relevant features for employees, except for “speechrate”. At the same time, “dialect” correlates stronger with other features in client speaker turns in Figure 3.

Overall, the results show only minor differences in language use between employees and clients in public service encounters.

7 Discussion and Outlook

With our analysis of 52 transcripts of face-to-face public service encounters, we conduct the first empirically driven and systematic computational study of plain language in spontaneous administrative language. We offer a taxonomy of different features of plain language, motivated by plain language usage in written communication, extending it with features across morphology, syntax and discourse structure. We then show different insights into the dataset regarding plain language: an aggregation of the scores for employees versus clients, the dynamic of plain language within individual
conversations and feature correlations across the taxonomy.

The results presented in Section 6 allow us to draw two conclusions: First, there are only minor differences in correlations for the relevant plain language features between public service employees and their clients, indicating that employees already adapt to their clients language. This is contra our expectations that public employees have on average a higher language complexity than their clients, however by looking into the dynamics of individual encounters we see that the employees adjust their language to match it with the complexity of their clients. Secondly, for longer utterances, we observe an increase in correlation of passive voice, genitive, nominalizations and participle constructions across both roles. In other words, longer utterances with a higher wordcount are more likely to contain complex language than short ones.

A shortcoming of the current approach is that we loose out on phonetic characteristics such as speaking volume or intonation for analysing plain language. However, given the tight data protection regulation involved in recording public service encounters, we are prohibited from using the audio data for any research purposes.

Instead, we focus on a number of other avenues for future work: First, we plan to include more coherence-related measures: inter- and intrasentential discourse relations, topic coherence by way of lexical semantic relatedness between words and entity coherence involving some form of anaphora resolution. Secondly, given that there is survey data available for each encounter, in particular with respect to the socio-demographics of both employee and client, previous experiences with state authorities as well as client satisfaction with the encounter, we will use the features for plain language established in this paper to identify patterns that aid in making public service encounters more satisfactory. We also work on an extension of the data set, both with more transcripts across different regions in Germany, with the particular aim of better accounting for dialectal variance, but also including data on public service encounters in English. This allows us to test whether our measures are in fact cross-linguistically applicable. Lastly, we aim for a reference corpus for plain language which contains external judgements of the complexity of the language, with balanced data of different levels of language complexity. This will allow us to validate the plain language score presented in this paper more objectively.

Overall, we hope to contribute to making public service delivery more accessible and reduce inequality in communication, not only in written but also in spoken communication.
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Abstract
Parliamentary debates maintain an integral part of a country’s political power. As social patterns within parliamentary procedures might be reflected in shaping national legislation, identifying these patterns becomes crucial. Therefore, this paper analyzes argumentative and structural power over one term in three national parliaments (UK 2017–19, Spain 2016–19, and Slovenia 2014–18), focusing on gender distribution within these power schemes. In an attempt to recognize gender-related patterns presented in literature, the paper investigates and discusses selected parliamentary debate topics in-depth. Problematic patterns, such as female MPs partaking less actively than male MPs in most debates, could be identified by successfully combining computational methods and social sciences in this multidisciplinary work.

Keywords: ParlaMint, parliamentary debates, social network analysis, digital humanities

1 Introduction
Parliamentary debates are a significant source of highly relevant data, not only for social sciences and humanities but also for computer science. As an institution, parliament is responsible for shaping legislation that impacts people’s everyday lives and is a source of power for members of parliament (MPs) and other politicians (Bischof and Ilie, 2018). Therefore, parliamentary debates are at the heart of political decision-making and manifest political power – a complex phenomenon widely theorized in the study of culture and society (Simon, 1953; Parsons, 1963). This makes parliamentary discourse inherently interesting for both qualitative (Van Dijk, 2000; Bayley, 2004; Ilie, 2015) and quantitative research (Abercrombie and Batista-Navarro, 2020; Rheault et al., 2016; Cherepnalkoski and Mozetič, 2016). Parliamentary discourse research is often multidisciplinary since it touches on various academic fields, including history, psychology, linguistics, political science, and computer science. Especially the latter has, in recent years, started to collaborate with humanities and social sciences successfully since various research (Andrushchenko et al., 2022; Blaxill, 2013) have shown that the interconnection of computational methods and those of humanities and social sciences can offer beneficial and relevant results. Today, the publication of the biggest and most richly annotated parliamentary dataset ever, the ParlaMint corpora (Erjavec et al., 2022), is a new call for extensive multidisciplinary research that could make the next step in understanding parliamentary discourse.

This paper was written as the aftereffect of the 2022 Helsinki Digital Humanities Hackathon1. During the 10-day intensive work, we exercised multidisciplinary research on the ParlaMint dataset in a project titled Networks of Power. We focused on analyzing power distribution inside parliamentary networks in three European countries: Slovenia, Spain, and the United Kingdom. Our work resulted in various vital findings, presented at the hackathon, which we reflect on in this paper.

The objective was twofold: First, we aimed to

shed light on the manifestations of different aspects of power in parliamentary discourse and political debates by analyzing the networks that emerge from parliamentarians mentioning each other. Our second, equally important ambition was to show how intertwining computer science with humanities and social science methods and research approaches can generate powerful and meaningful results, which could have been overlooked if the analysis was done from the perspective of solely one of the disciplines.

The paper is structured as follows: First, we present our research questions, specifying key terminology and definitions. In the following section, we introduce the datasets utilized in our study and our corpora extraction using keyword searches. In the subsequent methodology section, we review the metrics and calculations used in our computational analysis. The paper is completed with an in-depth descriptive section on our results, including a case study on a selected topic (immigration) and a critical discussion of our methods. Finally, in the conclusion, we raise the most important outcomes of our work.

2 Research questions

We determined the power relations in parliamentary discourse to be crucial for decision-making, which is why we decided to focus specifically on different types of political power. We worked with a ground definition of power inspired by Foucauldian power-knowledge (Schwan and Shapiro, 2011) and, in order to reduce the complexity of the theme of power, we approached the networks through two research questions: First, we wanted to analyze the argumentative power of the MPs and focused our research on how speeches given by the MPs and the mentions of the MPs can give insights into the power of MPs within political debates. Our main aim here was to show how argumentative power can be seen through the parliamentary discourse itself and how the mentions of the MPs shape the power relations inside the parliament.

The second research question focused on structural power within a parliament. We were interested in how the speech practices of female and male MPs relate to topic and power distribution in parliamentary discourse. We approached this question by referring to a research study conducted by Bäck, Debus and Müller (2014) who divide parliamentary discourse into “hard” topics (e.g., energy, finances) and “soft” topics (e.g., healthcare, education, immigration). Bäck et al. (2014) show that “hard” topics were more dominated by male MPs whereas “soft” topics were more dominated by female MPs in the Swedish parliament 2002–10. We therefore aimed to inspect whether or not this pattern could be observed in the selected parliamentary data.

3 Data

In order to get insight on the distribution of power of parliamentarians in different parliaments across Europe, we exploited the richest corpora on parliamentary data available; the ParlaMint dataset (Erijavec et al., 2022). It contains session transcriptions from 17 (seventeen) European national parliaments, adding up to over half a billion words. The corpora are uniformly encoded, contain rich metadata of 11 thousand speakers, and are linguistically annotated using the Universal Dependencies standard. In addition, and perhaps most importantly for our work, named entities are annotated. The corpora span across multiple parliamentary terms, depending on the country, with transcripts of speeches made between 2009 to 2020.

We selected three parliaments to analyze: the United Kingdom’s House of Commons (lower house), Spain’s Congreso de los Diputados (lower house) and Slovenia’s Državni zbor (lower house). Moreover, in order to have one full balanced set of parliamentarians, we selected a subset of the transcripts which was part of the latest finished parliament term for each country. Table 1 shows the general statistics for each of the three subsets, after parliament guests and chairpersons were removed from the corpora.

With the goal of exploring the structural power defined earlier in this paper, we applied speech selection on the following five topics: energy, finances, healthcare, education, and immigration. The topic modeling was done using a manual procedure using keywords. We identified keyword sets for each topic using careful qualitative and iterative process with the help of the NoSketch Engine system (Rychlý, 2007; Kilgarriff et al., 2014) which allows manual browsing through large datasets. Then, a speech belongs to a topic if it contains one or more keywords of the keywords pool for that particular topic. The reason why we decided to apply topic identification using keywords instead of automatic topic modeling such as LDA (Jelodar
Table 1: Basic information on the ParlaMint subsets covered in this work. It includes the country, the first and last date of the speeches; number of MPs and the share of female MPs; number of speeches and the share of speeches given by female MPs (here: Female MP Active Relevance, FAR); number of times MPs are mentioned in speeches and the share of female MPs mentions (here: Female MP Passive Relevance, FPR).

<table>
<thead>
<tr>
<th>Country</th>
<th>From</th>
<th>To</th>
<th>MPs</th>
<th>Female MPs</th>
<th>Speeches</th>
<th>FAR</th>
<th>Mentions</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>22/06/2017</td>
<td>17/12/2019</td>
<td>645</td>
<td>32.4%</td>
<td>168k</td>
<td>34.6%</td>
<td>28k</td>
<td>35.1%</td>
</tr>
<tr>
<td>Spain</td>
<td>19/07/2016</td>
<td>28/02/2019</td>
<td>388</td>
<td>41.2%</td>
<td>11k</td>
<td>36.8%</td>
<td>6.4k</td>
<td>13.6%</td>
</tr>
<tr>
<td>Slovenia</td>
<td>01/08/2014</td>
<td>11/10/2018</td>
<td>101</td>
<td>36.6%</td>
<td>21.9k</td>
<td>27.8%</td>
<td>11.8k</td>
<td>18.6%</td>
</tr>
</tbody>
</table>

et al., 2019) is because, having such a large dataset, we aimed for a controlled selection of speeches with high topic precision, instead of LDA’s low precision with high inclusion. Table 2 shows the general statistics on the topical subcorpora.

4 Methodology

We were interested in measuring the argumentative power MPs had in the three parliaments and observed how this power scheme depended on gender, i.e. structural power, using ParlaMint’s traditional gender distinction of female and male. However, measuring power is impossible using but one metric, and one usually adapts multiple measurable aspects that contribute to the general power.

One of the major intellectual challenges while conducting our research was to find a way of analyzing the power of the MPs inside parliamentary debates. We determined that one of the possible approaches of explaining political power is by examining the political influence that MPs hold inside the parliament. This was based on the work of Ilie (2010) who shows that parliamentary interaction exhibits a permanent competition for power and leadership roles which according to van Dijk (2018) is one of the key characteristics of political identities. Ilie (2010) shows that in parliamentary confrontation MPs are taking different roles - from the role of the listener to the role of the speaker. It is this confrontational dialogue that fuels the sense of competitiveness in the parliament and is paralleled by ongoing attempts to destabilize and reestablish the power balance. Thus, we identified the political influence not merely as a quantitative fact of how much the MPs in parliament speak, but also as how much resonance their speeches hold and consequently how much they are referenced by other MPs. We defined the two concepts as relevance and determined that power and relevance are proportionally related - the more power an MP holds, the higher their relevance inside parliament and vice versa. The conceptual use of the term relevance (used henceforth) was thus our own and was used to reflect the political power produced by and given to the MPs.

For that purpose, we defined two types of relevance of MPs in the parliament: Active Relevance (AR) and Passive Relevance (PR). By AR, we indicated the portion of speeches an MP or a group of MPs gives. This metric only requires calculating a particular metadata subset’s unique speeches in ParlaMint. AR showed us to which extent MPs actively participated in debates. On the other hand, PR refers to the number of times an MP is mentioned by other MPs, as a portion of the total MP mentions in the parliament. PR showed us how much MPs are referenced as being relevant for debates without actively participating.

In order to calculate PR, we used the named entity tags in ParlaMint. Once we detected a personal named entity, we measured the Levenshtein distance of the alphabetically sorted named entity with the set of parliamentarians for each parliament, using a token set ratio (Gonzalez, 2021). If a single perfect match was found, we marked it as a mention. If there was no perfect match, that meant a person outside of the parliament had been mentioned. Finally, if multiple perfect matches were detected (e.g., multiple identical surnames), we checked if one of the candidates gave a speech closely before or after the currently processed speech (in our case, ten before and after). If this further heuristic did not solve the ambiguity, the mention was not marked. To determine the precision of mentions, we manually investigated 50 speeches from each parliament and checked whether the named entity correctly corresponded to the detected mention. The manual check showed our process had maintained a high precision in the mention detection (UK 86%, Slovenia 100%, Spain 77%).

To better understand and visualize the power relations between parliamentarians, we created co-mention directed networks. Nodes represented the MPs, whereas edges represented MPs mentioning
5 Results and discussion

The presentation of our results begins with a general overview of Active Relevance (AR) and Passive Relevance (PR) for each country, with particular attention to gender distribution. Subsequently, we do the same for the five selected topics and examine how AR and PR are distributed between male and female MPs in the topically separated subcorpora. Ultimately, we analyze the topic of immigration and its networks of mentions qualitatively.

The column diagrams in Figure 1 show the top 20 MPs by their number of speeches made and the top 20 by their number of mentions for Slovenia, Spain, and the United Kingdom. In all diagrams, a power-law could be observed to some extent. For example, a common factor in the distribution of speeches and mentions in the Slovenian parliament was a noticeable gap between the top two MPs and the rest. It should be noted that these top two MPs were not the same for speeches and mentions; Franc Trček and Jožef Horvat gave the most speeches, while Miro Cerar and Janez Janša were mentioned most frequently. In the Spanish parliament, the mentions concentrated in Mariano Rajoy, with a noticeable gap between the three runner-ups and the rest. However, the distribution of speeches in the Spanish parliament lacked such a spike at the left of the diagram. Curiously, in the British parliament, it went the other way around: speeches were distributed with a large gap between Theresa May, Andrea Leadsom and the rest, while mentions were distributed more evenly.

In all top 20 lists, female MPs were the minority. The distributions with the most female MPs were the top 20 mentions for the UK (seven) and the top 20 speeches for Spain (five). The lowest number of female MPs (only one) could be found in the distribution of mentions for Slovenia. Generally, the distribution of mentions was to a great extent determined by the identities of those holding important government positions.

The definition of high or low AR and PR was based on the ground truth of the specific gender distribution in each parliament. The axiom was as follows: if 30% of MPs were female MPs, we assumed 30% of speeches to be given by female MPs, and 30% of name mentions referring to female MPs. A deviation from this expected value was then considered high or low relevance. Hence, having high AR did not mean female MPs gave more speeches than men. Instead, it meant that their share of speeches was more significant than one may expect based on the parliament’s gender distribution. In other words, “high AR” means female MPs’ AR is higher than expected. The reference to the ground truth of gender distribution allows for a more sensible interpretation of the data because it considers the expected outcome.

In a subcorpus of speeches about a “soft” topic (Bäck et al., 2014), we anticipated a more significant share of female-held speeches and name mentions of female MPs than the share of female MPs, i.e. the expected value. If this was the case, we established that this topic in this specific parliament (during the term we observed) appeared to follow the categorisation found by Bäck et al.

Our expected values for AR and PR, i.e. the share of female MPs in the respective parliaments, were 32.4% for the UK, 41.2% for Spain, and 36.6% (see Table 1). Considering these numbers, one can interpret our findings in Table 2. Finance and energy were considered “hard” topics (Bäck et al., 2014). In our study, this was shown to be true for Slovenia and Spain, where the PR for female MPs was almost 19 p.p (percentage points) and 29 p.p lower than the expected values. AR was also lower by 11.5 p.p and 13.5 p.p, and 8.6 p.p and 5.8 p.p, respectively. For the UK, the values were not as clear (-2.3 p.p and +0.1 p.p for AR, +0.9 p.p and +1.6 p.p for PR). Hence, in the British subcorpora, speeches on finance and energy were less dominated by male MPs but even somewhat dominated by female MPs.

Our selected, predefined “soft” topics: education, healthcare, and immigration (Bäck et al., 2014), partly reflected their expected values. In all three countries, the AR for healthcare was the highest for female MPs (41.8%, 47.8%, 38.3%) compared to the other surveyed topics. For the UK, healthcare PR was also the highest PR for female MPs (42.2%). For Slovenia and Spain, healthcare PR was lower than the expected values, by 10.8 p.p and 21 p.p. Only for the UK, education appeared to be confirmed as a “soft” topic with high AR (+7.3 p.p) and PR (+7.7 p.p) compared to the share of female MPs in the parliament. While the deviation
Table 2: Information on the topic subsets filtered by the keyword selection. The table is split in three columns (countries) and two rows (types of topics: “hard” and “soft”). For each combination, it shows the total number of speeches (Tot.), Female MP Active Relevance (FAR) and Female MP Passive Relevance (FPR). The bolded numbers present higher percentages than the total share of female MPs in that particular parliament, i.e. the expected value. The deviations from the expected values are marked under each row in percentage points.

<table>
<thead>
<tr>
<th>Topic</th>
<th>The United Kingdom</th>
<th>Spain</th>
<th>Slovenia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>FAR</td>
<td>FPR</td>
</tr>
<tr>
<td>Finance</td>
<td>15k</td>
<td>30.1%</td>
<td>33.2%</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>(-2.3)</td>
<td>(+0.9)</td>
</tr>
<tr>
<td>Energy</td>
<td>1.9k</td>
<td>32.4%</td>
<td>34.0%</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>(+0.1)</td>
<td>(+1.6)</td>
</tr>
<tr>
<td>Healthcare</td>
<td>11k</td>
<td>41.8%</td>
<td>42.2%</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>(+9.4)</td>
<td>(+9.8)</td>
</tr>
<tr>
<td>Education</td>
<td>9.3k</td>
<td>39.7%</td>
<td>40.1%</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>(+7.3)</td>
<td>(+7.7)</td>
</tr>
<tr>
<td>Immigration</td>
<td>2.7k</td>
<td>41.4%</td>
<td>37.6%</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>(+9.0)</td>
<td>(+5.3)</td>
</tr>
</tbody>
</table>

Table 2: Information on the topic subsets filtered by the keyword selection. The table is split in three columns (countries) and two rows (types of topics: “hard” and “soft”). For each combination, it shows the total number of speeches (Tot.), Female MP Active Relevance (FAR) and Female MP Passive Relevance (FPR). The bolded numbers present higher percentages than the total share of female MPs in that particular parliament, i.e. the expected value. The deviations from the expected values are marked under each row in percentage points.

From the expected values of Slovenian and Spanish female MPs’ AR regarding education was only slightly in the negative (-2.4 p.p and -4.3 p.p), their education PR was distinctly lower (-14.5 p.p and -27.7 p.p). However, these PR results were less extreme than those in the finance and energy subcorpora. Immigration speeches in the UK included highly relevant female MPs (female MPs’ results were +9 p.p for AR and +5.3 p.p for PR compared to their expected values). In Slovenia and Spain, female MPs’ immigration AR were similarly low to their finance and energy values. The immigration subcorpus featured the lowest PR for female MPs in Spain out of all topical subcorpora (16.1%, or -20.5 p.p compared to expected values).

As the results imply, the dichotomy between “hard” and “soft” topics may not be universally valid. Instead, the identity of “hard” and “soft” topics is different from parliament to parliament. Hence, it would be a positivist fallacy to consider the overall distribution of AR and PR between male and female MPs and conclude that the parliaments in Slovenia and Spain focus more on “hard” topics while the one in the UK has a slight leaning toward “soft” topics.

5.1 Case: Immigration

To demonstrate the diversity and specificity of our results, we evaluated our networks for the topic of immigration in all three countries. Predefined as "soft" (Bäck et al., 2014) but proven ambiguous, the immigration topic showed most prominently how the discussion had varied between parliaments. All networks (see Figure 2) are coloured according to gender, with male MPs appearing in magenta and female MPs in green. The node size represents the indegree and, therefore, how often an MP was referenced in other politicians’ speeches (PR), while the text size represents the number of speeches (AR) the MPs have given on the topic.

In the Slovenian parliament network (see Fig. 2), the most visually present persons were Miro Cerar, Branko Grims, Vinko Gorenak and Ivan Janša. Miro Cerar, the Prime Minister at the time, had the highest PR and was in the top 10 of highest AR. Ivan Janša, the most prominent oppositional figure, had the second highest PR but, in comparison, a rather low AR. Most notably, both had a significantly lower outdegree than their prominent counterparts, Branko Grims and Vinko Gorenak. From these metrics, we concluded that Cerar and Janša had a high degree of argumentative power and must have been in an overall prominent position within the political landscape. They did not need to actively participate in discussions to be passively relevant to a particular topic. In addition, Cerar and Janša did not have to reference other politicians to be referenced in other politicians’ speeches. Their counterparts, Grims and Gorenak, both anti-immigration and far-right, demonstrated remarkably high ARs and comparatively high PRs. They brought themselves into the discussion of immigration and often disputed the decisions made by the Prime Minister and his coalition. Overall, we needed to consider that immigration was a hugely relevant topic for the political landscape in Slovenia after the refugee crisis in 2015–16 (Stoyanova and...
Karageorgiou, 2019). The network additionally visualises how male MPs dominated the immigration discourse was in Slovenia, with female MPs’ AR at 24.3% (12.3 p.p lower than their overall representation, i.e. the expected value) and PR at 16.1% (20.5 p.p lower than the expected value).

While the wave of refugees in 2015–16 affected our Slovenian results, we did not see the same phenomenon in Spain. Under the topic of immigration for Spain, we observed the lowest number of speeches per individual overall, suggesting that immigration was not as much discussed in Spain as in Slovenia and the UK. We can still find prominent politicians such as Mariano Rajoy, the Prime Minister at the time, and Pedro Sánchez, the opposition leader and Rajoy’s successor, at the centre of the Spanish immigration speech network. However, Rajoy and Sanchéz were central in all the Spanish topical speech networks; We needed to attribute this effect to some extent to the overall turmoil of the Spanish government, which culminated in a vote of no confidence against Rajoy’s government in June 2018. Afterwards, we could identify certain MPs central to the topic of immigration. They were the Minister of Interior Juan Zoido, with a high AR and PR, and one of the few dominant Spanish female MPs, Ana Surra, a Catalonian politician chairing an association bringing together foreigners in Catalonia. Overall in the Spanish example, the discussions on immigration were dominated by male speakers. The female speech AR was at 33.0% and, therefore, lower than the expected value (41.2%).
Furthermore, the female MPs’ PR was significantly lower at only 10.9%.

The immigration network for the United Kingdom parliament appeared visually different from the Slovenian and Spanish examples. We determined two reasons: First, in the UK, there was a higher number of MPs (see Table 1) and, thus, a larger subcorpus of speeches on immigration (see
Second, the stronger presence of green nodes visually represents the presence of more prominent female MPs. For the UK, we observed that the female MPs’ AR was at 41.4% (9.0 p.p higher than their overall representation) and their PR at 37.6% (5.2 p.p higher than their overall representation). We, therefore, concluded that in the UK, the topic of immigration was dominated by female MPs. These prominent MPs were namely Caroline Nokes, Minister of State and Immigration at the time, and Theresa May, the former Prime Minister in the UK. May portrayed a high AR due to the PM’s high frequency of speeches. However, May’s PR was almost non-existent due to the British custom of addressing the Prime Minister as “Prime Minister”. Our algorithm failed to detect the title as a mention, showing a critical case where our methodology falls short. Nokes portrayed the highest AR within the network, yet her PR is also marginal. The highest PR was held by Angus MacNeil of the Scottish National Party, who was on the Joint Committee for the National Security Strategy. However, we noted a high degree of self-references in MacNeil’s case. Another politician with high AR was Sajid Javid, who was State Secretary and worked in housing and community.

5.2 The overall picture
For each network described, we could identify generally prominent PMs and topic-specific politicians who, e.g. held relevant ministry positions. On the one hand, we concluded that our findings do reflect the structure of each parliament and offer an insight into the power distribution of MPs in connection to certain topics. On the other hand, we established that interpreting politicians’ positions within networks heavily depends on having knowledge of the country’s specific political context and cannot be done based on the provided metrics alone.

Correspondingly, we discovered a critical weakness of the named entity tagging in the UK, where the custom of addressing others using titles instead of personal names distorted our results. While hardly unique to the UK, issues such as this are easily solved. Preferably, however, the matter could have been prevented with a more profound acquaintance of particular parliament traditions.

Our most important discovery, however, regards female MPs’s equality within political debate. While the Spanish parliament had the highest share of female MPs (41.2%), we demonstrated that their Active Relevance (AR) in almost all topics (except for healthcare) was lower than their overall presence and, even more concerningly, their Passive Relevance was mostly under 15%. We revealed that the mere presence of female MPs in the parliament does not warrant their participation in debates. While holding the same position, female MPs have less opportunity to make their opinions heard.

6 Conclusion
This paper investigated power distribution between members in three national parliaments in Europe: the UK, Spain, and Slovenia. We measured argumentative power through the relative amount of speeches per member, which we defined as Active Relevance (AR), and the relative amount of mentions of a member by others, which we defined as Passive Relevance (PR). Furthermore, we analyzed structural power through the gender distribution of argumentative power within selected topics.

Using statistical and social network analysis on transcribed parliamentary debates, we concluded that a parliamentary member’s gender could affect their argumentative power. For Spain, we saw a comparatively high percentage of female MPs in parliament. Nevertheless, this did not cause a similarly high portion of female PM speeches or mentions. Our results pointed to the same issues Bäck et al. (2014) identified for the Swedish parliament almost a decade earlier.

Our results suggest that structural power organized by gender within a single parliament has a topical variance. Still, there was little evidence for the same impact on gender distributions of specific topics in all three countries. We found that healthcare, one of the topics predefined as “soft” (i.e. female-dominated), presented distinctly female-dominated AR in all parliaments. On the other hand, the measured AR and PR of the assumed “hard” (i.e. male-dominated) topics, energy and finance, revealed a conclusive male majority in both Slovenia and Spain.

Immigration, initially deemed ”soft” and ultimately established an ambiguous topic, was qualitatively considered for each country. Consequently, we demonstrated that understanding the political context of the country in question is essential to analyzing power distributions in its parliament.

Many of the topics revealed in our work deserve further exploration. Above all, this paper displays
that multidisciplinary research can disclose meaningful results and expose designs that serve as harmful blocks in achieving equality.
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Abstract

From a monarchy to a democracy, to a dictatorship and back to a democracy – the German political landscape has been constantly changing ever since the first German national state was formed in 1871. After World War II, the Federal Republic of Germany was formed in 1949. Since then every plenary session of the German Bundestag was logged and even has been digitized over the course of the last few years. We analyze these texts using a time series variant of the topic model LDA to investigate which events had a lasting effect on the political discourse and how the political topics changed over time. This allows us to detect changes in word frequency (and thus key discussion points) in political discourse.

1 Introduction

“Wir erleben eine Zeitenwende” – “We are witnessing a turn of eras”. This quote by Germany’s chancellor Scholz (Deutscher Bundestag, 2022) was the result of a turning point of political discourse in Germany after the outbreak of the Russian-Ukrainian war of 2022. This was an obvious turning point in German politics, as not only the discourse within the parliament, but also the decision making of the German government changed. For instance, 100 billion euros are planned to be spend as additional military expenses (Deutscher Bundestag, 2022). Throughout German history, there have been many changes and turning points in political discourse, but not all of them are as clearly reported or as obvious as this one. Many of them may not have been as clearly remembered because they were gradual rather than rapid changes, or because they did not have an immediate impact on real-world politics.

In this paper, we investigate all 72 years of plenary sessions of the German Bundestag to grasp the development of political discourse in Germany. We analyze these sessions by interpreting them as a time series of textual data for which we use a change detection method proposed by Rieger et al. (2022). For this, we use a rolling version of the topic model latent Dirichlet allocation (LDA), which is designed to construct topics that are coherent over time and allows for changing vocabulary. Within the resulting topics, we detect changes by analyzing the actual word usage in topics compared to theoretically expected word usage if no change occurs, which is determined using resampling. With this method, we are also able to differentiate between short-term changes and persistent ones. While ”Zeitenwende” is a broad term, we refer to it as a persistent change in the way of how a political topic is discussed. This change in discussion can stem from differing speech patterns or from changing contents of said topic. The former is rarely detected as a change, as a changing speech pattern usually develops slowly. If it does change suddenly, this is, with minor exceptions, due to a change in formality, which is of no interest for our analysis as it does not affect the content of the discussions. The latter however is interesting for our analysis, as it symbolizes that the topic has changed for good due to economic, cultural or diplomatic events or developments. While this change may not affect the entirety of the political spectrum, we consider it to be a Zeitenwende, if it persistently changes one of the 30 most common and important topics of German political discussions, which we analyze using our topic model.

Data sets as large as the German parliament discussions are too large to be read and interpreted all manually. While qualitative expert analysis is needed to analyze German politics over the last decades, a quantitative text analysis can help in this regard by providing experts with ideas for what to look at and by verifying their results with an empirical basis. Our analysis aims to do just that,
as the model used allows for changes of different magnitudes to be detected by simply adjusting a single parameter. Experts can use these findings to back up their qualitative results by pointing out the importance and long lasting effect of a change for the political discussions at the time or gather ideas for changes in uncommon topics. By tuning the so-called “mixture”-parameter of this model, even rather niche changes can be found to interpret and to compare them based on the tuning needed to detect them (a high tuning parameter indicates a major change, a smaller one indicates a niche change).

Walter et al. (2021) use a similar data set to analyze ideological shifts throughout German history. This data set, DeuParl (Kirschner et al., 2021), does contain data from plenary sessions since 1867 to 2020. The data before 1949 are however less structured and contain clusters of incoherent text due to being automatically created by scanning old documents, which is why we do not use them in this analysis. While cleaning the data set is a task on its own, political analyses such as this one could greatly benefit from a “clean” version of this Reichstag data set as it enables to analyze German politics for an even larger period of time.

In a complementary approach, Jentsch et al. (2020, 2021) propose a (time-varying) Poisson reduced rank model for party manifestos to extract information on the evolution of party positions and of political debates over time.

2 Change detection via rolling modeling

We make use of a rolling version of the classical LDA (Blei et al., 2003) estimated via Gibbs sampling (Griffiths and Steyvers, 2004). This method is referred to as RollingLDA (Rieger et al., 2021) and allows new data to be added without manipulating the LDA assignments of the previous model. For this, a more reliable version of the classical LDA is used up to a date \( \text{init} \). Then, according to a user-specified periodicity, minibatches of documents (chunks) are modeled using the data available up to that point. Moreover, the model’s knowledge of previous documents is constrained in that it only uses the LDA assignments from a given time period (memory) to initialize the modeling of the new texts. Newly occurring vocabulary is added to the model vocabulary and subsequently considered as soon as it occurs more than five times in a minibatch. This flexibility enables the model to adapt for mutations of topics in the form of gradual or abrupt changes in word frequencies.

The minibatches are numbered in ascending order starting with the initialization batch: \( t = 0, \ldots, T \). Then, using the change detection algorithm by Rieger et al. (2022), we get our set of detected changes over time by

\[
C_k = \left\{ t \mid \cos\left( \frac{n_{k|t}, n_{k|(t-z_k^t):(t-1)}}{q_k^t} \right) < q_k^t \right\},
\]

where \( 0 < t \leq T \) refers to a specific minibatch and \( k \in \{1, \ldots, K\} \) to one topic. As proposed by Rieger et al. (2022), \( q_k^t \in [0, 1] \) denotes the 0.01 quantile of the set of cosine similarities when \( n_{k|t} \) is replaced by \( \tilde{n}_{k|t} \), \( r = 1, \ldots, 500 \), where \( \tilde{n}_{k|t} \) denotes a resampled frequency vector under expected change and \( n_{k|t} \) the observed vocabulary frequencies for each topic; analogously \( n_{k|(t-z_k^t):(t-1)} \) refers to the sum of the count vectors from time points \( t - z_k^t \) until \( t - 1 \). The algorithm has two parameters: the maximum length of the reference period to compare to, \( z_k^{\text{max}} \), and the intensity of the expected change under normal conditions \( p \). Using the mixture-parameter \( p \in [0, 1] \), which can be tuned based on how substantial the detected changes should be, the intensity of the expected change is considered in the determination of this estimator by

\[
\hat{\phi}_k^{(t)} = (1 - p) \hat{\phi}_{k,v}^{(t-z_k^t):(t-1)} + p \hat{\phi}_k^{(t)}.
\]

Depending on the choice of this parameter, we are able to gradually alter the magnitude of change needed to be detected by the model. While a large \( p \) only displays the most impactful changes, which are likely widely known, a smaller value for \( p \) allows for experts on this topic to identify more niche changes.

3 Evaluation

3.1 Data set

To analyze the German political landscape, we use the protocols of plenary sessions of the German Bundestag. These were collected over the course of 72 years, starting from the first plenary session of the Federal Republic of Germany on the 7th of September 1949 until the the 3rd of June 2022 in the 20th legislative period. Each protocol can be downloaded from the website of the German Bundestag (Deutscher Bundestag, 2016) and is provided in an XML-format, which contains, among other things, the date and entire plenary discussion.
in a text format. As one plenary session might contain multiple topics and points of discussion, we split these texts into smaller texts. Because there are a total of 4345 sessions we aim to split these texts automatically instead of manually and do so by splitting them into individual speeches using regular expressions. We also deleted the attachments and registers, as well as heckling and comments. This is an ongoing work but already provides better results than splitting the texts any arbitrary number of tokens or using the original plenary sessions as single documents. In total, the 4345 plenary sessions are split into 335,065 documents. The distribution of documents by legislative period is displayed in the appendix in Table 1. The chunks of RollingLDA are adjusted to match the legislative periods, where each period is split into eight chunks (approximately two chunks per year).

3.2 Study design
For this study, we examined the different topic numbers $K = 20, \ldots, 35$ each with $\alpha = \eta = 1/K$. For the RollingLDA we used the first legislative period as the initialization of the model. Starting from this, we modeled semi-annual minibatches, each using the last two years as memory. We applied the change detection algorithm with $p = 0.90, 0.91, \ldots, 0.95$ and $z_{\text{max}} = 4$, i.e., for the detection of changes, a maximum of the previous 4 minibatches ($\approx$ 2 years $\approx$ memory) are taken as the reference period. If a change is detected for topic $k$ at time $t$, $z_{k}^{t+1}$ is set to 1, else to $\min\{z_{k} + 1, z_{\text{max}}\}$.

3.3 Results
Upon inspection of the results for the different parameters, we choose to present the findings for $K = 30$ and $p = 0.94$ in detail, yielding an interpretable number of detected changes while providing logical topics which can be analyzed separately from another and consistently over time. The following results serve as a proof of concept, as for a more fine-grained analysis in the future, a lower value of $p$ can be used. This way, the model will detect changes with a lesser impact on the topic, which will enable experts on German politics to identify changes that had an impact on German politics but may not be as well-known as the results we present here. All detected changes, corresponding top words, our interpretations and the results for other parameters can be accessed via the associated GitHub repository (K-RLange/Zeitenwenden).

The changes are displayed in Figure 1. The blue and red curves represent the observed similarities and the simulated quantile similarities, respectively. Each time the blue is below the red line, a change is detected as a gray vertical line.

The topics can be separated into political topics, which contain information about the current political discussions, and formality-topics which contain the names and titles of the parliament members as well as key words for common procedures, such as the voting process when deciding about a bill. While changes can be detected in either type of topics, changes in formality-topics will most likely not contain any information about the current political situation or discussion but rather about common political procedures or who is a current member of the parliament. Topic 9 for instance is a topic that is almost completely consisting of the names of parliament members. All 7 changes are detected at the start of a new legislative period, which is reasonable as new politicians join the parliament, but is not interesting for the sake of our analysis.

Similarly, topics 4, 7 and 22 yield multiple changes that can be explained by a change in procedure or a different style of logging. Thus, we focus on the remaining 26 topics when looking for Zeitenwenden that were rooted in the topics of political discussions. We are able to link 22 of our 25 detected changes in relevant topics to interpretable events. The remaining changes are caused by events that we were not able to interpret in retrospect.

Our model is able to detect some obvious events which affected political discourse such as the Russian-Ukrainian war (2022, topic 21, Deutscher Bundestag, 2022), the Covid 19 pandemic (2020-21, two changes in topic 17, Organization, 2020), the European financial crisis in 2008 (topic 15, Gode, 2021), the introduction of the Euro as Germany’s currency (2002, topic 28, Directorate-General for Communication, 2022), the Kosovowar (1999, topic 21, Beaumont and Wintour, 1999), the German Reunification (1989-91, topics 1, 12, 15, Schmemann, 1989), the founding of the Bundeswehr (1955, topic 16, Bundeswehr, 2022) and the Saar-referendum (1955, topic 3, Jaeckels, 2020). Events like these had a long lasting impact on German society and politics and could be called “Zeitenwenden”. Interpreting the context of change is particularly easy, as the RollingLDA-model provides us with information about the overall topic of the change consistently over time. The Kosovo and Russian-Ukrainian war are for instance both
detected in topic 21, which can be interpreted as the "war"-topic. To identify the exact reason for the change, we analyze the impact of each word using leave-one-out word impacts. Such word impact graphs are displayed in Figure 2 and Figure 3 for both mentioned wars. While most changes are caused by words being used more frequently due to a new event (blue bars), some are also caused by words that are used significantly less (red bars). The financial crisis of 2008 is a case in which the change is caused both by a change of focus within an event, as “ikb” was mentioned far less frequency, while words such as “krise” (crisis) started to emerge (see Figure 5).

While these were major changes which had a lasting impact on Germany, there are several smaller changes that are detected as well, such as the Bonn-Copenhagen declarations in 1955 recognizing the danish minorities in Schleswig-Holstein (topic 21, Federal Foreign Office, 2015), the removal of the statute of limitations on murder (1979, topic 19, Schmid, 2017) and the tax reform of 1998 (topic 26, Tagesschau, 2010).

---

**Figure 1:** Observed similarity (blue), thresholds \(q_k\) (red) and detected changes \(C_k\) (vertical lines, gray) over the observation period for all topics \(k \in \{1, \ldots, 30\}\).

**Figure 2:** Leave-one-out word impacts for topic 21 (1998-99), caused by the Kosovo war.

**Figure 3:** Leave-one-out word impacts for topic 21 (2021-22), caused by the Russian-Ukrainian war.
Our results also enable us to reflect on the relationship between both German states BRD and DDR as well as BRD and western powers over the course of 40 years by interpreting the corresponding changes of major discussion points. West-Germany began major partnerships with western countries, such as the EGKS, a German-French cooperation that was founded according to the "Schuman-Plan" making the coal and steel-industries of both countries a European rather than a national matter (topic 3, Zandonella, 2021). The Bonn-Paris conventions were also a result of both a closer connection towards western powers such as France and the troubled relationship between West-Germany and the eastern block (including East-Germany), as West-Germany became a member of NATO in 1955 (topic 1, Küsters, 2015) and introduced a mandatory conscription in 1956 (topic 27, Bundeszentrale für politische Bildung, 2016). All of this lead to the second Berlin-crisis in 1958, in which the Soviet Union demanded West-Berlin to become a free city rather than a part of West-Germany (topic 25, Barker, 1963). Still, the NATO was not left unquestioned though, as the piece demonstrations in Bonn in 1981 against the NATO Double-Track Decision were a major discussion point in the Bundestag (topic 15, Der Spiegel, 1981). In 1990 West- and East-Germany unified. This is detected in several topics (1, 12, 15), as it was an long process which had a lasting impact in almost every political sectors, such as financial politics, inner politics, outer politics and many more. In 1991, a distinction was made between the “Neue Bundesländer” and “Alte Bundesländer”, denoting the parts of former East- and West-Germany after the unification. This was important as the parts of former East-Germany needed additional financial help to stabilize and reach the economical level of the western parts (topic 12). Ultimately, the usage of the word “DDR” decreases heavily in 1991 after both states had dissolved (topic 1, see Figure 4).

4 Summary

To identify turning points in German political discourse, we analyzed plenary sessions of the German Bundestag from 1949 to 2021 using a change detection algorithm. This algorithm is based on a rolling version of the topic model LDA to create topics that are comparable across time. The changes detected reflect a significant change in the word distribution of the topics.

Our algorithm detects several meaningful changes over the course of the last 68 years of plenary discussions, such as key moments of the relationship between West- and East-Germany as well as world political events like the Russian-Ukrainian war, the Covid 19 pandemic and the financial crisis of 2008.

While these changes are identifiable as “true changes”, we do not know how many changes we missed, as major political discussions in the 21st century such as the refugee crisis in 2014 are not detected. This might be caused by a mixture-parameter that was chosen too restrictively or by the inability of the algorithm used to detect changes in topic distribution (see Figure 6), as it is based on word distribution. Thus, topics that are suddenly a lot more relevant are not detected if the vocabulary used did not change. Identifying both would improve this analysis. Along with adjusting the mixture-parameter, this may enable a detailed analysis of Germany politics for experts on this topic. This can be further amplified by cleaning and using plenary sessions from 1867 to 1945, of East-Germany and of German state parliaments in addition to the Bundestag data set that we used here, as this would enable us to cover a broader spectrum of Germany’s political discourse and history.
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Figure 4: Leave-one-out word impacts for topics 1 (1989-90) and 12 (1990-91) concerning East-Germany.
References


Bundeswehr. 2022. The establishment of the Bundeswehr.


Federal Foreign Office. 2015. Joint german-danish declaration on the 60th anniversary of the bonn-copenhagen declarations.


A Additional Material

Figure 5: Leave-one-out word impacts for topic 15 (2008-09), caused by the financial crisis.
Figure 6: Topic shares per chunk: Relative number of assignments to the specific topic for a given time period.

Table 1: Approximate number of documents in relevant topics (see Section 3.3) and detected changes for each legislative period.

<table>
<thead>
<tr>
<th>Period</th>
<th>Start date</th>
<th>Documents</th>
<th>Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1949-09-07</td>
<td>16868</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>1953-10-06</td>
<td>7963</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>1957-10-15</td>
<td>7365</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1961-10-17</td>
<td>10900</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1965-10-19</td>
<td>17265</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1969-10-20</td>
<td>16540</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1972-12-13</td>
<td>19917</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1976-12-14</td>
<td>18199</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1980-11-04</td>
<td>10954</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>1983-03-29</td>
<td>20812</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1987-02-18</td>
<td>20087</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1990-12-20</td>
<td>19780</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>1994-11-10</td>
<td>20999</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>1998-10-26</td>
<td>18582</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>2002-10-17</td>
<td>13252</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>2005-10-18</td>
<td>19867</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>2009-10-27</td>
<td>25909</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>2013-10-22</td>
<td>20752</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>2017-10-24</td>
<td>25163</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>2021-10-26</td>
<td>3891</td>
<td>1</td>
</tr>
</tbody>
</table>
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Abstract
This paper investigates the differences in the Twitter and newspapers coverage of the “marriage for all” popular vote that took place in Switzerland in 2021. More precisely, we ask the following questions: How salient were discussions about the marriage for all on Twitter and in the newspapers? What major arguments were mobilized in both media? How were these arguments received (i.e. retweets, likes, replies)? We extracted publicly available tweets from users involved in the debate and news articles containing specific keywords. These text data have been automatically analyzed to find major views and topics of discussions using keyword and collocation analyses, as well as topic modelling. Results show that criticism of marriage for all is clearly in the minority, but there is strong polarization over whether same-sex couples should be allowed to adopt or have children through sperm donation.

1 Introduction
On 26 September 2021, Switzerland held a popular vote to insert a provision for “marriage for all” (henceforth MFA) into its constitution. The current study explores the public debate surrounding this major event on Twitter and in the traditional newspapers. In particular, we investigate how these media appeal to different views and topics of the debate. Newspapers are a valuable source of information for citizens to understand the representations and claims related to the important societal matters, such as the MFA (Eisenegger, 2019). However, traditional news media influence is just one of the numerous sources of information in the new media environment. Individuals increasingly produce, rather than passively consume, media content, especially on social media platforms, such as Twitter, where social issues are extensively debated (Allsop, 2016). In our study, Twitter data complement the scope of mass media data with insights into individuals’ immediate and personal views about the MFA. Our article seeks to uncover the differences in Twitter and newspapers coverage of the MFA. To do so, we rely on Switzerland as a case of study because the Swiss population had the opportunity to vote on this major societal issue on September 26th 2021, which passed with 64% of the votes. The public debate was emotional and underscored polarizing subjects, such as the adoption rights and surrogate motherhood. The role of social media was particularly interesting during the voting campaign leading to strong polarization of the arguments. In order to discover the main views and ideologies in our collections of tweets and articles, we first rely on keywords and collocation analyses, thus drawing from a corpus-assisted framework (McEnery and Baker, 2015), and second, topic modelling. Examples of text genres analysed with topic modelling include, for instance, newspaper text (Blei, 2012), micro-blogs (Surian et al., 2016) and open-ended survey questions (Baumer et al., 2017). This enables us to assess the prevalence of topics across media sources (Twitter and newspaper articles). We show how these two analytical steps can be applied to a collection of tweets and newspaper articles for better understanding topics and arguments surrounding the public debate about the MFA.

2 Theoretical background
Along with conducting surveys of public attitudes toward societal issues and to activist content available on social media, the use of textual data is increasingly central to uncover themes and activities surrounding important political events. In the case of the MFA, O’Connor (2017) showed the importance to compare several data sources to obtain a more nuanced picture of same-sex marriage repre-
sentations. The authors studied the role played by appeals to nature in the 2015 Ireland referendum to legalize same-sex marriage. Through content analysis of newspaper and Twitter discussion of the referendum, this study showed that appeals to nature occurred in a minority of media discussion of the referendum, but were more prominent in material produced by anti-marriage equality commentators, while predominantly occurring in relation to parenthood, traditional marriage, gender, and homosexuality.

Studies about MFA substantively benefited from the reliance on methods developed in computational sciences to investigate social phenomena. Indeed, previous studies focused on media representations of same-sex/equal marriage debates in different national contexts. For instance, drawing upon corpus linguistics and critical discourse analysis, Kania (2019) investigated two key periods from 2000 to 2017 about the German press coverage of marriage equality legislation. Relying on keywords and collocation analyses, the author evidenced the different discourses drawn upon by the German media, notably in terms of pro- or anti-marriage equality voices, and demonstrated how colloquialisms such as Homo-Ehe (homo-marriage) came to be accepted and used across media texts as legislation changed.

Unsupervised classification methods are useful to extract relevant content about the MFA. For instance, Hemmatian et al. (2019) relied on comments on Reddit from January 2006 until September 2017 and used a topic model to investigate how the changes in the framing of same-sex marriage in public discourse relate to changes in public opinion. They show that the contributions of certain protected-values-based topics to the debate (religious arguments and freedom of opinion) increased prior to the emergence of a public consensus in support of same-sex marriage found in surveys, and declined afterward, in contrast to the discussion of certain consequentialist topics (the impact of politicians’ stance and same-sex marriage as a matter of policy).

3 Data collection and methods of analysis

3.1 Extraction from tweets and newspapers

Given the Swiss popular vote on the MFA in 2021, we decided to focus on the content surrounding this public debate that can be found online (e.g. on Twitter) and offline (e.g. national and regional newspapers). With the different media sources, we have a collection of long (articles) and short (tweets) documents that must be rearranged to make them comparable in size. We therefore decided to define a document as a paragraph with respect to articles and as the sum of a given user’s messages regarding Twitter. Figure 1 displays the filtered number of collected documents over time in relation to major events.

For the newspaper articles, we extracted all articles containing Ehe für alle and mariage pour tous (N=2,705 articles) which are then split into paragraphs (n=37,020). The included newspapers are all daily Swiss news from Swissdox1. For conducting topic modelling, we kept only paragraphs that contained the keywords (we used the following lowercase queries: ehe.*fuer.*alle, ehe.*fur.*alle, heirat.*, ehe, homo.*, lgbt.*, lesbisch.*, gleichgeschlecht.*, gay.*, leihmutter.*, fortplanzung.*, kinder.*, famil.*, samenspende.*, partnerschaft.*, adopti.*). The keywords are manually cleaned for a list of candidate terms that appeared in the top terms of the Twitter documents. We selected only the news articles written in German, that contain at least five words, and that were written between January 1 and October 1 2021 (12,335 paragraphs from 2,367 articles).

For Twitter, we collected tweets from the main committees involved in the popular vote and from other very involved users who are either members of the committees or political actors who declared being supportive or opposing the vote. Tables 1 and 2 in the Appendix provides the detailed Twitter handles supporting and opposing the vote. Additionally, we collected tweets from the followers of the committees selecting tweets that focus on the MFA using a list of search queries (keywords and hashtags): ehe, ehe für alle, ehe fur alle, ehefueralle, ehefueralle, jafiralle, jaichwill, ouijeleveux, loveislove, lovewins, mariage, mariage pour tous, marriagepourtous, mariagepourtoutes, mariagepuertoutesetsett, rainbowswitzerland, loveisliberal, lgbt.*. This leaves us with 930 followers of the supporting committees and 70 of the opposing committee. Finally, we used only the hashtags (ehefueralle, ehefuralle, jaichwill, ouijeleveux, loveislove, lovewins, mariagepourtous, mariagepourtoutes, mariagepuertoutesetsett, rainbowswitzerland, loveisliberal) pointing to the vote and collected tweets from 1,213 other users that

1https://swissdox.linguistik.uzh.ch
match these queries. For the subsequent analyses, we grouped Twitter users into a general group (containing actors in Table 1 and the national committees’ followers, as well as the other Twitter users) and an unsupportive Twitter group (containing actors in Table 2 and the national committee’s followers) users towards the MFA. We kept only tweets containing at least five words and that were written between January 1 and October 1, 2021 (N=13,983; 8,122 were written originally in German and the remaining tweets were translated into German using Google Translate). Our Twitter corpus is thus a good approximation of the actual Twitter discussion on the MFA.

3.2 Keyword and collocation analyses
Our first research step is situated within corpus-assisted analysis (McEnery and Baker, 2015) and makes use of quantitative tools in order to uncover salient terms in newspaper and Twitter discourse on the Swiss MFA debate. We use statistical tests in order to identify words that (co)occur with a high frequency. We identify statistically salient keywords and collocations, relying on the library tidylo from Schnoebelen et al. (2022) in the R programming language. This first analytical step, in turn, helps to inform the interpretation of existing topics (see next subsection).

3.3 Topic modelling
The logic underlying topic modelling is based on word co-occurrence, that is, words that frequently appear together indicate a recurring topic (Blei, 2012). After conducting several models, we found that the best number of topics was 20 (one topic, the topic 8, was excluded from the analyses as it groups untranslated French terms). This is supported by reading the top-words associated with each topics and by reading the top-documents mostly associated with each topic.

We rely on the topic probabilities by document and use the most prevalent topic for each document. We also use the media type (tweets or articles) and the stance of the users (general or unsupportive) as a meta-information to build the semantic space underlying the MFA discussions. Before applying this model, we also conducted several pre-processing steps. Namely, we removed stop-words (e.g. and, but, I, we, etc.), replaced umlauts and accentuated letters, split concatenated expressions (e.g. GenderEquality becomes gender equality), and lowercased the text.

4 Results
4.1 Detected keywords and collocates
Tables 3 and 4 provide the top terms for the keyword and the collocation analyses.

For the identification of keywords, the terms found in newspapers and on Twitter were ranked according to effect size, based on Log Ratio, which indicates how big the difference in the statistical significance between corpora (namely, newspaper, Twitter supportive, and Twitter unsupportive) is for the identified keywords. We decided to focus on the top 3 keywords for each source. An overview of the results can be found in Table 3. It shows that the keywords refer to specific categories (see column 1) covering family life, sexual identities, involved organizations or political actors and stakeholders, and legislative issues.
A collocation analysis was done for the term marriage (in German: ehe). Collocations allow for exploring lexical associations, providing prototypical contexts and associations of a specific word (Firth, 1957). Each corpus was analyzed separately (namely, newspaper, Twitter supportive, Twitter unsupportive). Based on the top 5 results for each source (with a frequency of 5 being the group cut-off point and the selection including only nouns and adjectives), collocates were compared and categorized as either common or salient in a corpus. Table 4 displays the results and shows that the shared collocates are about the voting campaign (e.g. referendum) and discussions about the conception of family (e.g. family, adoption, same-sex). The collocates for the newspaper articles focus on the actors involved in the campaign (e.g. opponent, befürworter), while the collocates on Twitter relate to the marriage definition (e.g. zivile), the opening to same-sex couples (e.g. gleichstellung), as well as the risks (e.g. vergewaltigung). The collocates from unsupportive users on Twitter focus more specifically on the juridical aspects of the debate and on religious questions.

A main finding of the analysis of salient keywords is the strong contrast between framing the MFA in terms of a legal institution for same-sex couples (in terms of children rights, legality, and political process) and a more “engaged” framing (in terms of equal rights, marriage definition, and the opening to procreation and adoption rights). A main finding of the analysis of collocates is the common agenda shared by the traditional news media and Twitter discussions in terms of the definition of the family roles and the campaign organization. Overall, these findings provide converging evidence on how the marriage equality debate was represented in both media.

4.2 Detected topics and other users’ reactions

We found that views of the traditional family (e.g. rainbow family and sperm donation as a criticisms) and religious arguments (e.g. religious aspects such as the calls to “nature”) are important topics promoted by the unsupportive users on Twitter, which also indicating that these topics were the majors points of disagreement between both camps. These topics triggered on average little reactions from other users, thus showing that unsupportive users also received less attention on Twitter. In contrast, the topics that generated the most reactions are salient topics in the traditional news in terms of generic policy issues (e.g. arguments of the opposing and supporting camps, societal and progressive views), among which a significant contributor to the discourse is “LGBT-related anecdotes” that form the “rainbow family” topic in the traditional news, thus presumably due to increasing acceptance of LGBT experiences in media discourse. Another topic that received high attention from other users relates to the LGBT community in the tweets of supportive Twitter users.

5 Conclusions

The analyses suggest that there was a generalized support for the MFA in traditional newspapers and on Twitter. Anti-marriage equality arguments and topics (e.g. marriage definition, religious aspects, biological attributions, and traditional family) were hardly echoed in the press. However, this could also point to the difficulty to collect anti-marriage views, despite the fact that our data collection strategy also attempted to integrate unsupportive views (especially, via Twitter). A key strength of our data collection strategy is its real-world relevance. Including different media enables us to convey complementary findings related to the public debate about the MFA, notably because newspaper articles may encompass an elite bias that could be nuanced by the more spontaneous social media content.

Our case study does not come without limitations. First, our social media data come from only one specific platform, namely Twitter. However, Twitter is known to be more relied upon to express political views compared to other social media (e.g. Facebook). Second, our sample of social media data is skewed towards supportive opinions of the MFA. However, this trend is also reflected by representative opinion surveys, where only a minority of citizens were against the vote. The unsupportive people stemmed generally from the (extreme) right
of the political spectrum, were people who distrust the government, were members with strongly religious backgrounds, and were overwhelmingly rejecting the same-sex parenting argument (Golder et al., 2021). Third, we focused on the text as the main source of information to conduct our analyses. However, future studies could also work with pictures that illustrate news articles and that are posted online. Images could convey additional insights about appeals to values and representations manifest in everyday discourse. For instance, we encountered Twitter posts that contained pictures of a crying baby exclaiming, “I don’t have a mom”.
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Table 1: List of Twitter handles supporting the marriage for all

<table>
<thead>
<tr>
<th>Categories</th>
<th>Twitter handles</th>
</tr>
</thead>
<tbody>
<tr>
<td>National committee webpage</td>
<td>@ehefueralle_JA, @JA_fuer_alle, @marriage_OUI</td>
</tr>
<tr>
<td>National committee</td>
<td>@d_stolz, @janphmueller, @M_Erhardt, @MariaVonKaenel</td>
</tr>
<tr>
<td>Member organisations</td>
<td>@LGBTfamilie, @LOS_Schweiz, @Network_CH, @pinkcross_ch, @RegenbogenZH, @wybernet</td>
</tr>
<tr>
<td>Organisations</td>
<td>@Amnesty_Schweiz, @Amnesty_Suisse, @AvenirSocial</td>
</tr>
<tr>
<td></td>
<td>@be_you_network, @campaxorg, @communelausanne, @Dialogai, @EtatdeVaud</td>
</tr>
<tr>
<td></td>
<td>@FeministeGreve, @FrauenstreikCH, @Grevefeministe, @HAB_lgbt</td>
</tr>
<tr>
<td></td>
<td>@HabsBasel, @haz_queer, @infoTGNS, @LilithLausanne, @maennerch</td>
</tr>
<tr>
<td></td>
<td>@MPT_CH, @nccischweiz, @operationlibero, @ProFamiliaCH, @ProFamiliaVaud</td>
</tr>
<tr>
<td></td>
<td>@projuventute, @Queer_ch, @queerannesty, @QueerBienne</td>
</tr>
<tr>
<td></td>
<td>@queeroffice, @queerstudents, @SAJV_CSAJ_FSAG, @stopsuicide1, @VG_VoGay</td>
</tr>
<tr>
<td></td>
<td>@VilleDeGeneve, @Zonaprotetta, @FDP_Liberalen</td>
</tr>
<tr>
<td></td>
<td>@GrueneCH, @grunliberale, @LesVertsSuissees, @PLR_Suisse, @PSSuisse</td>
</tr>
<tr>
<td></td>
<td>@spschweiz, @vertliberaux, @SVP_Ehefueralle</td>
</tr>
<tr>
<td>Engaged politicians</td>
<td>@Caroline_Dayer, @CLuisierBrodard, @CottierDamien, @FlueckigerYves</td>
</tr>
<tr>
<td></td>
<td>@johanrochel, @MathiasReynard, @SVP_Ehefueralle</td>
</tr>
<tr>
<td>Member of SVP_Ehefueralle</td>
<td>@_Martinabircher, @larsguggisberg, @MFrauchigerSVP</td>
</tr>
</tbody>
</table>

Table 2: List of Twitter handles opposing the marriage for all

<table>
<thead>
<tr>
<th>Categories</th>
<th>Twitter handles</th>
</tr>
</thead>
<tbody>
<tr>
<td>National committee webpage</td>
<td>@Ehefueralle_NO, @EDUSchweiz, @Mitte_Centre</td>
</tr>
<tr>
<td>National committees / parties</td>
<td>@SVPch, @UDCCH, @UDFVaud</td>
</tr>
<tr>
<td>Politicians</td>
<td>@dehaudt, @GregoryLogean, @marcochiesa74, @MarcoRomanoPPD, @martin_haab</td>
</tr>
<tr>
<td></td>
<td>@monika_rueegger, @verenaherzog, @YvesNidegger</td>
</tr>
<tr>
<td>Parties</td>
<td>@EDUSchweiz, @Mitte_Centre, @SVPch, @UDCCH, @UDFVaud</td>
</tr>
<tr>
<td></td>
<td>@dehaudt, @GregoryLogean, @marcochiesa74, @MarcoRomanoPPD, @martin_haab</td>
</tr>
<tr>
<td></td>
<td>@monika_rueegger, @verenaherzog, @YvesNidegger</td>
</tr>
</tbody>
</table>
### Table 3: List of top terms for the keyword analysis
(TW supp: Twitter supportive, TW opp: Twitter unsupportive, news: newspaper)

<table>
<thead>
<tr>
<th>Classification</th>
<th>Top terms (translation) - group</th>
<th>Source</th>
<th>Top terms (translation, frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>political actors</td>
<td>judf (judf) - TW opp</td>
<td>common</td>
<td>abstimmung (poll, 233)</td>
</tr>
<tr>
<td></td>
<td>svp (svp) - TW opp</td>
<td></td>
<td>begriff (expression, 50)</td>
</tr>
<tr>
<td></td>
<td>gegner (opponent) - TW opp</td>
<td></td>
<td>adoption (adoption, 20)</td>
</tr>
<tr>
<td></td>
<td>operationlibero (operationlibero) - TW opp</td>
<td></td>
<td>familie (family, 50)</td>
</tr>
<tr>
<td></td>
<td>grunliberale (grunliberale) - TW opp</td>
<td></td>
<td>gleichgeschlechtliche (same-sex, 243)</td>
</tr>
<tr>
<td></td>
<td>evpve (evpve) - TW opp</td>
<td></td>
<td>abstimmungskampf (voting campaign, 80)</td>
</tr>
<tr>
<td></td>
<td>jugendkomitee (youth committee) - news</td>
<td></td>
<td>befürworter (supporter, 63)</td>
</tr>
<tr>
<td></td>
<td>parteipräsident (party president) - news</td>
<td></td>
<td>ausgabe (output, 41)</td>
</tr>
<tr>
<td></td>
<td>justizministerin (Justice Minister) - news</td>
<td></td>
<td>urne (urn, 52)</td>
</tr>
<tr>
<td>organisation</td>
<td>kirche (church) - TW opp</td>
<td></td>
<td>gegner (opponent, 235)</td>
</tr>
<tr>
<td></td>
<td>gesellschaft (society) - TW opp</td>
<td></td>
<td>abstimmen (decide by vote, 25)</td>
</tr>
<tr>
<td></td>
<td>gott (God) - TW opp</td>
<td></td>
<td>felseltern (same-sex parent, 13)</td>
</tr>
<tr>
<td></td>
<td>ilga (ilga) - TW opp</td>
<td></td>
<td>gleichstellung (equality, 34)</td>
</tr>
<tr>
<td></td>
<td>pinkcross (pinkcross) - TW opp</td>
<td></td>
<td>vergewaltigung (violence, 14)</td>
</tr>
<tr>
<td></td>
<td>zurichpride (zurichpride) - TW opp</td>
<td></td>
<td>zivile (civilian, 40)</td>
</tr>
<tr>
<td></td>
<td>firmen (companies) - news</td>
<td>Twitter unsupportive</td>
<td>gesetz (law, 5)</td>
</tr>
<tr>
<td></td>
<td>mediensprecher (media spokesman) - news</td>
<td></td>
<td>gott (God, 6)</td>
</tr>
<tr>
<td></td>
<td>recht (right) - TW opp</td>
<td></td>
<td>gottes (God, 5)</td>
</tr>
<tr>
<td>legislation</td>
<td>vorlage (proposal) - TW opp</td>
<td></td>
<td>heilig (holy, 5)</td>
</tr>
<tr>
<td></td>
<td>referendum (referendum) - TW opp</td>
<td></td>
<td>polygame (polygame, 5)</td>
</tr>
<tr>
<td></td>
<td>homophobie (homophobia) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>hassverbrennen (hate crime) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>gleichheit (equality) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>schöpfung (creation) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>verfassungsebene (constitutional level) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td>identities</td>
<td>lgbt (lgbt) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>gleichgeschlechtliche (same-sex) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>lesbische (lesbian) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>gott (gott) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>equality (equality) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vielfalt (diversity) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>homosexuell (homosexual) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>weibchen (female) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>männchen (male) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td>generic</td>
<td>menschen (people) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>liebe (love) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>leben (life) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>together (together) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>geschichte (history) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>stolz (proud) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>urnnung (vote) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>gesellschaftspolitischen (socio-political) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>---</td>
<td></td>
<td>möglichkeit (opportunity)</td>
</tr>
<tr>
<td>family</td>
<td>kinder (children) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>paare (couples) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>samenspende (sperm donation) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>lgbtfamilie (lgbt family) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>spende (sperm) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>hochzeit (marriage) - TW opp</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>erzeuger (genitor) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>gottgewollt (god-sent) - news</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>schwanger (pregnant) - news</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: List of top terms for the collocation analysis with the term marriage

<table>
<thead>
<tr>
<th>Source</th>
<th>Top terms (translation, frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>common</td>
<td>abstimmung (poll, 233)</td>
</tr>
<tr>
<td>begriff (expression, 50)</td>
<td></td>
</tr>
<tr>
<td>adoption (adoption, 20)</td>
<td></td>
</tr>
<tr>
<td>familie (family, 50)</td>
<td></td>
</tr>
<tr>
<td>gleichgeschlechtliche (same-sex, 243)</td>
<td></td>
</tr>
<tr>
<td>abstimmungskampf (voting campaign, 80)</td>
<td></td>
</tr>
<tr>
<td>befürworter (supporter, 63)</td>
<td></td>
</tr>
<tr>
<td>ausgabe (output, 41)</td>
<td></td>
</tr>
<tr>
<td>urne (urn, 52)</td>
<td></td>
</tr>
<tr>
<td>gegner (opponent, 235)</td>
<td></td>
</tr>
<tr>
<td>abstimmen (decide by vote, 25)</td>
<td></td>
</tr>
<tr>
<td>felseltern (same-sex parent, 13)</td>
<td></td>
</tr>
<tr>
<td>gleichstellung (equality, 34)</td>
<td></td>
</tr>
<tr>
<td>vergewaltigung (violence, 14)</td>
<td></td>
</tr>
<tr>
<td>zivile (civilian, 40)</td>
<td></td>
</tr>
<tr>
<td>gesetz (law, 5)</td>
<td></td>
</tr>
<tr>
<td>gott (God, 6)</td>
<td></td>
</tr>
<tr>
<td>gottes (God, 5)</td>
<td></td>
</tr>
<tr>
<td>heilig (holy, 5)</td>
<td></td>
</tr>
<tr>
<td>polygame (polygame, 5)</td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
- **TW opp:** Twitter unsupportive
- **TW supp:** Twitter supportive
- **news:** newspaper
Uncovering Policy Uncertainty Using Semantic Search Models
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Studying uncertainty contained in collections of documents has been a major task for political researchers and economists who aimed at measuring this degree using exclusively automated text analysis tools, as for sentiment analysis and topic models, to feed further inferences or test hypotheses. Such bag-of-word applications constraint the analysis and cannot render a clear picture of uncertainty drivers and their persistence, even if semi-supervised strategies may offer substantial improvements at the topic level. This work proposes a semantic search strategy, using Top2vec algorithm, to identify latent sources of uncertainty by uncovering a coherent topic structure whose representations will be used to get uncertainty prevalence and its persistence within documents and debates. As opposed to aggregate-level measurements, this strategy is suited to study per speaker debates at central banks where uncertainty is considered a forward guidance tool and a key strategy when devising monetary policy actions. Applied to FOMC transcripts, the resulting semantic space yields non-overlapping topic vectors indicating a dominance of economic discussions and forecasters’ jargon in uncertainty formation within committee meetings, while risks concerns are bounded to financial markets using an investment jargon. Moreover, results demonstrate the importance of experts’ contributions in steering the economic debate, hence coloring uncertainty with words not found in traditional uncertainty wordlists and diffusing a significant persistence to uncertainty prevalence within debates.
We propose and compare three methods to identify content moderation on social media. In particular, we identify Tweets in which users take the lead in moderating their peers through posting their own reflections of the conversations. The data might then be used to train an AI intervention system to actively moderate social media content in the wild.

For many years, content moderation on social media focussed only on removing uncivil online behavior and verbal aggression. Recent developments in the field of AI have open up possibilities to go beyond deleting content, but also to automatically moderate conversations. Many of these approaches focus on hate speech only (e.g. Hangartner et al. (2021), Yildirim et al. (2021)) – a scenario when escalation already happened and suspension warnings are the only suitable tool to shape user behavior. Moderation, however, includes a wider set of strategies also taking “softer” modes of escalation into account: For instance, when conversations get off track and, at least in the perspective of some users, escalation is about to start, these users might spontaneously take over a moderating role trying to shape the behavior of their peers (Veglis, 2014, 143–144). It is the aim of this project to mine tweets for a large set of soft moderation modes.

Our theoretical approach builds upon two strands of literature: First, we build upon a functional theory of moderation (Edwards, 2002) separating moderation strategies in either strategic, conditioning, or process functions. The process functions, for instance, include sets of strategies to manage the conversation in view of its interactional goal, its agenda, and its schedule. However, not all of these strategies apply to the context of social media and, even more important, the context in which these strategies are employed is not explicitly stated. Hence, in a second step, the identified subset of moderation functions is separated into two dimensions: On the one hand, we separate between unitary and adversarial conflicts (Black et al., 2011); on the other hand, a moderation strategy might either foster dealing with conflicts that center around emotions or issues respectively. Using these combinations of dispositions as dimensions, we derive at a theoretical model for social media moderation.

To test the theoretical model, we propose and compare three different methodological approaches of mining moderating tweets. First, we propose a qualitative inductive approach: Based on the theoretical model, tweets are labeled as either moderating or not. Second, we use a computational algorithmic-based procedure to detect candidates of moderating statements. The algorithm is derived from the implicit and explicit theoretical expectations of when moderation is about to happen in a social media conversation. Similar to the first approach, the candidates are labeled accordingly. Our final qualitative deductive approach applies a dictionary of moderating terms and phrases. These keywords are then reviewed for their distinctiveness. In principle, each of these approaches have their merits and might be used to train a classifier that identifies moderating tweets. However, the applicability for social media conversations differs widely between these three procedures.
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The full-scale conflict between the Russian Federation and Ukraine generated an unprecedented amount of news articles and social media data reflecting the opposing ideologies and narratives. These polarized campaigns have led to mutual accusations of misinformation and fake news, shaping an atmosphere of confusion and mistrust for readers all over the world. In this study, we analyze how the media affected and mirrored public opinion during the first month of war using news articles and Telegram news channels in Ukrainian, Russian, Romanian, French and English. We propose and compare two methods of multilingual automated pro-Kremlin propaganda identification, based on Transformers and linguistic features. We analyse advantages and disadvantages of both methods, their adaptability to new genres and languages, and ethical considerations of their usage for content moderation. Our analysis indicates that there are strong similarities in terms of rhetoric strategies in the pro-Kremlin media in both Ukraine and Russia. While being relatively neutral according to surface structure, pro-Kremlin sources use artificially modified vocabulary to reshape important geopolitical notions. They also have, to a lesser degree, similarities with the Romanian news flagged as fake news, suggesting that propaganda may be adapted to each country and language in particular. Both Ukrainian and Russian sources lean towards strongly opinionated news, pointing towards the use of war propaganda in order to achieve strategic goals. With this work, we aim to lay the foundation for further development of moderation tools tailored to the current conflict to help local human moderators and common users in these countries.
A rich literature has revealed that mainstream parties gain from issue shifts towards topics owned by niche parties. Most studies use party manifestos in a cross-national context. So far, however, the direct communications of politicians and processes leading to issue ownership have been mostly disregarded. In addition, the effect of issue shifts in the European Parliament have been much less understood, although the European Parliament has recently seen a dramatic rise of radical right and populist right-wing parties (RRPP). We address these research gaps by focusing on Twitter posts of all Members of the European Parliament between 2014 and 2019 (over 3 million Tweets). Moving beyond manifesto data, we utilize the huge repositories of social media in a quantitative manner to study the salience shifts of parties in reaction to niche competitors. Structural Topic Models allow us to trace politicians communicative behavior dynamically and to explore empirically the issues RRPP occupy in the European Parliament. In particular, we reveal which parties “appeal broadly”, which issues are owned by RRPP and how other parties might adopt issues owned by RRPP. By using Negative Binomial Regressions, we then link the patterns of issue diversity and the level of issue contagion to the outcomes of the European Parliament election in 2019. Our results show that adopting topics owned by RRPP has indeed a positive effect on election results of mainstream and left-wing parties. A closer look reveals, however, that it is moderated by how promptly parties adopt to these issues and whether they are in line with the party’s ideological orientation. Furthermore, we observe strong negative effects if RRPP concentrate on typical right-wing issues.
Online Job Advertisements (OJAs) are a valuable data source for various research communities and disciplines, including labor market analysis in social sciences. Their broad online availability allows monitoring labor market almost in real time. For this purpose, various Natural Language Processing (NLP) methods from the field of information extraction (IE) can be applied to extract information about required competences, used work tools or incentives offered by companies. Here, one challenge is to link existing theory-driven concepts with expressions in the text. One reason is that these theoretical concepts are fuzzy and complex (Deist and Winterton, 2005). Another reason is the linguistic variety in OJAs: recruiters often use creative wording to differentiate themselves from other companies (Engstrom et al., 2017), or corporate policy aspects can lead to the same content being expressed differently. Likewise, information in the text are formulated with varying degrees of implicitness. This leads to huge variations in span length and in the (conceptual and linguistic) complexity of expressed concepts. Consider the following example: (1) Willing to present balance sheets to stakeholders. (2) Proven extensive experience in presenting scientific results at relevant conferences. Both examples contain (inflected forms of) the keyword “to present”. But we need to decide if extracting this keyword is sufficient or if we should try to preserve information like the requirement level, the attitude and the target audience. Decisions about what span to extract are (or should be) influenced by several factors, like the goal of the downstream analysis or more pragmatic reasons, such as whether the NLP model can handle the concept identification. In our research, we aim to identify further reasons why operationalizing IE is difficult and find ways to overcome these difficulties.

We argue that transparency of datasets and annotation guidelines can help with this, not only for OJA analysis, but in all areas where fuzzy concepts are examined using big data NLP approaches. Knowing which decisions a research team has made will allow other researchers to connect their research to it. For OJA analysis, this has often not been the case (Zhang et al., 2022).

More broadly, there are two contradicting trends observable within the NLP community. On the one hand, recent advances in NLP such as the introduction of transformers (Devlin et al., 2018) or innovative strategies such as prompt based NLP (Liu et al., 2021) allow researchers to build powerful NLP models for their custom problems with a decreasing amount of required labeled data. However, due to lack of transparency, standardized annotation guidelines and public datasets, research teams conduct incompatible research on the same subject. On the other hand, rather than exploring new fields, many NLP researchers focus on finding tiny improvements over long-established datasets (Church and Kordoni, 2022). Here, datasets are publicly established. However, the overall contribution to the literature is questionable (ibid.). We believe that gathering and annotating good datasets for unexplored problems is key to further facilitate NLP research, especially in areas such as Computational Political and Social Sciences or Digital Humanities. We advocate valuing papers that provide high transparency regarding concept definitions and source code rather than just reporting metrics. Consequently, this project aims to develop and publish annotation guidelines for IE in German-language OJAs. We also plan to publish annotated data if possible regarding data protection. We then plan to build NLP models that extract these concepts from a large corpus to eventually analyze the results in the context of labor market research.

1. Bibliographical References

This paper presents a corpus of Vladimir Putin’s speeches and public addresses from 2012 until now. The corpus, which is based on the official transcripts, contains information about the event and the speakers. Its use is illustrated by a case study of proper names describing countries and important international organizations in Putin’s speech. First, a frequency analysis of the proper names is performed, which reveals the changes in Russia’s international relationships over the years. Second, a RuBERT-based sentiment analysis is discussed, which shows which of the names are used in positive or negative contexts. All this allows us to identify Putin’s tactics and strategies in building the “multipolar” world.

In the view of Russia’s “special military operation” in Ukraine and fossil fuel wars, it is more important to analyze Russian propaganda than ever. The main Russian propagandist is Vladimir Putin himself, whose opinions are transmitted (and often amplified) at all levels of the “power vertical” in Russia. Having a corpus of Putin’s speeches can help political scientists to investigate the nature and dynamics of Russian propaganda. In this paper I present such a corpus, which has been scraped from the website kremlin.ru. At the moment, it includes transcripts from 2012, when Putin became the President of Russia after his placeholder Dmitrij Medvedev, until June 2022. I use the corpus for a case study of names of different countries and international organizations. First, I present a frequency analysis of the proper names. In the second part, I apply sentiment analysis based on a BERT language model to analyze the sentiments of the contexts in which these proper names were mentioned. The findings help to expose some of Putin’s propaganda tactics and can be of interest to politologists, journalists, policy-makers and other stakeholders.
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Abstract

Our study is the first to investigate the possibilities of detecting emotions in Hungarian political speeches. Here we introduce (1) a manually annotated emotion data set of 1008 parliamentary speeches, (2) an emotion annotation framework that uses inductive approaches to identify emotions and their aspects in the corpus (3) a the state-of-the art tool for Aspect Based Sentiment Analysis (ABSA) by exploiting a Hungarian BERT model.

1 Introduction

The emotion analysis of political speeches is one of the most challenging tasks in Natural Language Processing. Most existing tools are available for English texts and require adaptation to produce valid results – especially for morphologically rich languages such as Hungarian (Jang and Shin, 2010; Mladenović et al., 2016). With the rise in significance of online sources for political texts a need emerged for a new, computer-automated method for large-scale analysis which can provide modern political science with the incredibly beneficial empirical data that comes from emotion analysis. While sentiment analysis usually relies on the labels positive/negative/neutral, emotion analysis is based on a more sophisticated and complex categorisation that allows for a better understanding of the underlying emotional content (Liu et al., 2010). Politicians use a mix of emotions to influence their audience, hence the emotional analysis of political speeches becomes more challenging. In this way, it might not be sufficient to rely on a basic sentence-level emotion analysis method, rather, a more fine-grained and aspect-based analysis could be applied here. With aspect-based classification, emotions in the text can be more accurately identified as we are able to provide the linkage of emotion to their specific objects (Liu et al., 2010; Gao et al., 2019; Song et al., 2020). By the task of emotion analysis we mean emotion detection which refers to both the task of detecting if a text conveys any type of emotion or not and the task of classifying existing emotions into a defined set. We examine not only the content of the emotion but also the aspect of the given emotion in relation to which emotion is expressed (Liu et al., 2012a; Gold et al., 2018).

There have not been any recent Hungarian sentiment or emotion dataset consisting of political texts, we are aware of only two publicly available sentiment corpora. The OpinHuBank corpus (Miháltz, 2013) is a freely available sentiment corpus for research and development purposes. The other Hungarian sentiment corpus consists of Hungarian opinion texts written about different types of products (Szabó et al., 2016). Recognizing this research gap, we have built an emotion dataset at the aspect level from Hungarian parliamentary speeches for use in different machine learning approaches.

The main contributions of our paper are summarised as follows:

1. We design a new emotion annotation framework that uses inductive approaches to identify emotions in the corpus and can be aggregated into Plutchik emotion categories (Plutchik, 1982).
2. We present an emotion corpus of Hungarian parliamentary speeches, manually annotated at the aspect level with 756,672 tokens.
3. We perform a huBert-based (Nemeskey, 2020) machine learning experiment for aspect-based classification of annotated emotion categories.

2 Related work

2.1 Emotion analysis

In reviewing the main branches in the literature, it is important to distinguish between sentiment analysis in the strict sense and the much broader emotion analysis: the latter provides a much more
diversified interpretation of the emotional contents of texts (Marcus, 2000).

While the former interprets the concept of a sentiment value only in terms of being positive, negative, or neutral, the latter focuses on the recognition of specific emotions (e.g. anger, fear, joy, etc.). While the two terms are often used synonymously, emotion analysis is more fine-grained with regard to the applied category system.

Probably the most well-known emotion category systems are those of Ekman (Ekman and Wallace V. Friesen, 1982) and Plutchik (Plutchik, 1964, 1980, 1982). Ekman, who studied the cross-culturally uniform nature of human facial expressions, has set up 6 distinct categories for classifying emotions: anger, disgust, fear, happiness, sadness and surprise. Plutchik also developed a somewhat contrary evolutionary psychological theory of emotions, and defined 8 categories to classify them: anticipation, - surprise, joy - sadness, acceptance - disgust and anger - fear.

In psychological literature the concept of emotion raises a number of questions and there is no formal criteria for what is and what is not an emotion (Chapman and Nakamura, 1998; Cabanac, 2002; Griffiths, 2008). The empirical analysis of emotions has uncovered a complexity of concepts (Lakoff and Kovecses, 1987), the entanglement of meanings with the specifics of local culture (Wierzbicka, 1999), and also a lack of exact equivalents of special emotional expressions in different languages (Russell, 2003). Emotions are considered as aspects of complex, interactional systems of an organism which means that there are various relationships between them (Plutchik, 1982). These properties are difficult to specify and analyse with text mining methods.

The other fundamental question is what carries emotion at the content level. There have been a number of previous research (Feng et al., 2013; Loukachevitch and Levchik, 2016) that constructed sentiment and emotion lexicons with connotative sentiment value rather than explicit sentiments exclusively. For instance, award and promotion have positive connotations and unemployment and terrorism have negative ones. As Loukachevitch and Levchik state, “non-opinionated words with connotations usually convey information about negative or positive phenomena (facts) in social life” (Loukachevitch and Levchik, 2016), making an automatic analysis of these connotative semantic contents challenging.

2.2 Emotions in political communication
Political communication encourages political action by eliciting emotional impact and propagating different ideas. As a result of the technical and social changes of the past decades, the number of participants in the communication and the available channels have increased, which had an impact on the nature and intensity of political communication. Political actors respond to the appreciation of their role by professionalising their communication. Political speeches are well-designed actions with a goal of not only informing but persuading the audience. An important area for political communication is the parliament, where elected representatives discuss submitted bills and other matters of national importance. During parliamentary debates, various topics arise, arguments and counter-arguments collide and through them a political agenda is formed, which then thematises public debates (Bene and Nábelek, 2019). Research on the expression of emotion in political communication has been increasingly emphasised in recent years, both in international and Hungarian social science research (Szabó, 2020; Crigler and Just, 2012; Wagner and Morisi, 2019; Settle, 2020; Richards, 2004; Haselmayer and Jenny, 2017). These studies primarily analyse the speeches of politicians in the media and on social media (Aparicio et al., 2021; Wang et al., 2021; Rufai and Bunce, 2020) but the analysis of the emotional charge of political and especially parliamentary speeches and their aspects with NLP tools is a novel idea (Gold et al., 2018; Jafarian et al., 2021), especially for Hungarian.

2.3 Aspect Based Sentiment Analysis
Sentiment and emotion analysis can be used to investigate the general polarity of a text or sentence as well as the emotions it conveys, but it is often insufficient to obtain practically useful data. The main reason behind this is that sentences often do not express just a single sentiment or emotion but many of them. For example, there are frequent cases where two clauses referring to two properties of an object have completely different sentiment values. Such cases are by default difficult to deal with in classical sentiment analysis procedures, which are not able to detect if negative and positive sentiment values do not refer to the same entity or the same aspect of the same entity.

A potential solution can be the use of Aspect
Based Sentiment Analysis (ABSA). In the most general approach, ABSA systems are designed to identify aspects of the text in relation to which sentiment is expressed and to determine the sentiment value for each aspect. An aspect can be any kind of entity in the real world such as personal names, companies (traditional targets of Named Entity Recognition – NER) or personal pronouns referring to them, any kind of properties (of a product, for instance), etc. Therefore, by using ABSA solutions, the main goal is not just to identify a sentiment value for a textual unit but also to find the appropriate entities to which the given sentiment is connected (Liu et al., 2012b; Zhang et al., 2022).

3 The corpus

For annotation, we selected Hungarian parliamentary pre-agenda speeches delivered by Members of Parliament from the period of 2014-2018. Transcripts of these speeches are publicly available at the official website of the Hungarian National Assembly (parlament.hu), so we have scraped their texts automatically. During this period, 1008 speeches were delivered, all of which are included in our corpus. Topics of these speeches cover various themes like health, education, and social issues.

Pre-agenda speeches are presented in the Hungarian legislature at the beginning of each parliamentary session. They are generally held by frontbencher MPs and members of the government. Their topic can be freely selected by the presenter. Generally, they are followed by a short debate.

Although the texts of our corpus are spoken language data, their style is official, it differs from the spoken language corpora available in Hungarian, which contain spontaneous speech and/or have an informal style (Vincze et al., 2021; Szabó et al., 2021). They contain many addressing terms and thanks (Dear House, Thank you for giving me the floor), they use almost exclusively formal speech, however, the transcripts do not contain the hesitations, small breaks, false beginnings that are typical of live speech.

3.1 The category system

The system used in the present study is somewhat different from but in many ways builds on the earlier systems mentioned before. We divided Plutchik’s categories into further sub-categories, named “emotion topics”. The relation between Plutchik’s system and the one used in the current corpus annotation can be seen in Table 1.

The reason for subcategorising Plutchik’s system was that our previous experience has shown that annotators were able to make decisions about the classification of textual units more easily and with better inter-annotator agreement when each emotion category was broken down into “components”. More precisely, when developing the annotation principles, the concept of emotion topics was defined as being more general then “basic” emotions (cf. Plutchik’s and Ekman’s system) but narrower than just simple topic tagging, being somewhere between the two (Ring et al., 2022). Here, topic tagging is understood as the simple designation of the term that carries the most important message of a given textual unit.

Although the emotion topics themselves do not necessarily refer to emotions literally (see the example below) the events they describe certainly evoke an emotion.

A man just fell down at the bus stop with a stroke, but people nearby could save his life by giving him first aid.

Here, the first part of the sentence describes an accident but the second part describes an act of help, which is related to the “traditional” concept of emotion trust.

Emotions in Plutchik’s categorisation may include more than one emotion topic in our classification. For instance, sadness covers the following emotion topics in our subcategorisation: suffering, sorrow and catastrophe/accident, shown on the sentences below.

Sok százezer roma ember egészen kilátástalan helyzetben van, elesett, kiszolgáltatott embert árison. ‘Many hundreds of thousands of Roma people are in a totally desperate situation, our deprived and vulnerable fellows.’

A múzeum dolgozói feladták a reményt, hogy az ellopott festmény visszakerül hozzájuk. ‘The employees of the museum gave up all hope that they can get back the stolen painting.’

8 ember meghalt hétfőn, amikor egy 48 utast szállító hajó elsüllyedt. ‘8 people died on Monday when a ship carrying 48 passengers sank.’
Although all of the above examples induce sadness in the reader, the reason for sadness is always somewhat different. We argue that in a political context it is important to emphasise whether a situation originated from the actions or lack of actions of someone (in this context, mostly the governing parties) or not, as MPs would often like to convince the audience that those behind a negative event should take responsibility. In the first example, the speaker may feel sorry for the poverty of Roma people but also wants to blame the governing parties for not caring about them. In the second example we hear about a crime (i.e. a stolen painting), but there is no indication that someone is to be blamed for it. Finally, in the third example, a catastrophe is reported, which has definitely nothing to do with any political actions or human interventions, however, the speaker and the reader may still feel sad about it.

Table 1 shows the categorization scheme applied in our study.

## 3.2 Annotation process

Five linguists carried out the annotation under the supervision of a master annotator. They marked the emotion topics of the text at the level of clauses. In addition, they also marked the keywords that evoked the emotion topic in question and the arguments of the emotion.

As can be seen in Table 3, there are large differences in the frequency of the categories. The top four categories are improvement, suffering, conflict and contempt, which cover over 90% of the data. This is probably due to the nature of the data, i.e. in parliamentary speeches, MPs usually discuss issues what need improvement and are currently in a bad state (deterioration) or have been successfully improved lately (improvement). On the other hand, it can be observed that a significant part of the speeches contains lots of instances of conflict and contempt, which can be explained by the characteristics of political debates: members of politically opposed parties may often speak critically of other parties’ members and their activities.

In order to assure the quality of the corpus, about 25% of the files were double-annotated, and inter-annotator agreement rates were calculated for these files. The aggregated value of agreement is listed in Table 2 (in terms of Cohen’s Kappa). A higher agreement rate could be achieved for frequent categories, but the general agreement was 0.41 Cohen’s Kappa, which means moderate agreement. However this value is far from perfect, it is worth mentioning that emotion annotation task is usually challenging for the human annotators, and a number around 0.4 - 0.5 in terms of Cohen’s $\kappa$ is quite average in emotion annotation tasks (Chen et al., 2021).

## 4 Machine learning experiments

In this section, we present our machine learning experiments on identifying emotions in Hungarian parliamentary speeches, with regard to aspects of emotion.

### 4.1 Data used

Since the corpus was still under construction at the time of submission, it was not possible to use the full dataset in our investigations. The used dataset we selected from our corpus contained 260,789 tokens and 8820 sentences from the 618 speeches out of the total 1008.

Moreover, we further needed to filter the collected data for the current experiment (for the exact reasons, see 4.3). The basic statistical data of the used dataset can be seen in Table 3.

### 4.2 Methods

To give a solution for aspect based sentiment analysis of the given corpus, so to find not only the emotion expressed by a sentence but also the real world object it refers to, we used a pytorch-based implementation. This project (described in detail in (Tang et al., 2016)) was originally created for solving SemEval 2014 - aspect-based sentiment analysis (4.) (Pontiki et al., 2014). The repository contains both non-BERT-based and BERT-based solutions. From this latter group, the BERT-SPC, also originally was developed for solving SemEval 2014, subtask SB2, in which the sentiment value for the aspect had to be identified.

It should be noted that for SemEval SB2, there were originally only 4 categories to choose from, divided into ’positive’, ’negative’, ’conflict’ and ’neutral’ labels, with the ’conflict’ label used when both positive and negative emotions were expressed by a given aspect term. Given that 12 category labels are available in the present case, the preliminary expectation was that the task would be performed with lower efficiency.

Since the original ABSA-PyTorch implementation was designed for English, the task required
Table 1: Emotional topics and their equivalents in Plutchik’s category system, alongside the relevant sentiment value.

<table>
<thead>
<tr>
<th>Category Nr.</th>
<th>Related concepts</th>
<th>Emotion topic</th>
<th>In Plutchik’s system</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>fear, threat, intimidation, dread, anxiety</td>
<td><strong>Fear</strong></td>
<td><strong>Fear</strong></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>suffering, deprivation, misery, poverty, torment, failure, negative change</td>
<td><strong>Suffering</strong></td>
<td><strong>Sadness</strong></td>
<td><strong>Negative</strong></td>
</tr>
<tr>
<td>7</td>
<td>sorrow, despair, hopelessness, melancholy</td>
<td><strong>Sorrow</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>misfortune, catastrophe</td>
<td><strong>Misfortune</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>crime, terror, assassination, persecution, cruelty, organized crime, vandalism, intentional harm, violence</td>
<td><strong>Crime</strong></td>
<td><strong>Anger</strong></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>anger, fury, hatred</td>
<td><strong>Anger</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>conflict, confusion, conflict of interest, revenge, punishment</td>
<td><strong>Conflict</strong></td>
<td><strong>Disgust</strong></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>contempt, mockery</td>
<td><strong>Contempt</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>improvement, relief, development, success, positive change</td>
<td><strong>Improvement</strong></td>
<td><strong>Success</strong></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>joy, enjoyment, merriment, serenity, love, acceptance, tolerance</td>
<td><strong>Joy</strong></td>
<td><strong>Joy</strong></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>assistance, rescue, relief, healing, care, deliverance</td>
<td><strong>Assistance</strong></td>
<td><strong>Trust</strong></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>justice, investigation</td>
<td><strong>Justice</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Inter-annotator agreement (Cohen $\kappa$) between annotators (A1 - A5). Average: the average agreement of the annotator with all the others.

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.328</td>
<td>0.328</td>
<td>0.498</td>
<td>0.572</td>
<td></td>
<td>0.43</td>
</tr>
<tr>
<td>A2</td>
<td>0.328</td>
<td>0.466</td>
<td>0.451</td>
<td>0.328</td>
<td></td>
<td>0.415</td>
</tr>
<tr>
<td>A3</td>
<td>0.323</td>
<td>0.466</td>
<td>0.288</td>
<td>0.272</td>
<td></td>
<td>0.342</td>
</tr>
<tr>
<td>A4</td>
<td>0.498</td>
<td>0.451</td>
<td>0.288</td>
<td>0.607</td>
<td></td>
<td>0.448</td>
</tr>
<tr>
<td>A5</td>
<td>0.572</td>
<td>0.498</td>
<td>0.323</td>
<td>0.607</td>
<td></td>
<td>0.402</td>
</tr>
</tbody>
</table>

Table 3: Basic statistics of the dataset, differentiated by emotion topics

<table>
<thead>
<tr>
<th>Category</th>
<th>Token</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improvement</td>
<td>87854</td>
<td>3077</td>
</tr>
<tr>
<td>Suffering</td>
<td>61364</td>
<td>1988</td>
</tr>
<tr>
<td>Conflict</td>
<td>60206</td>
<td>1884</td>
</tr>
<tr>
<td>Contempt</td>
<td>28961</td>
<td>1092</td>
</tr>
<tr>
<td>Crime</td>
<td>7752</td>
<td>260</td>
</tr>
<tr>
<td>Joy</td>
<td>4985</td>
<td>191</td>
</tr>
<tr>
<td>Justice</td>
<td>4603</td>
<td>138</td>
</tr>
<tr>
<td>Fear</td>
<td>1855</td>
<td>63</td>
</tr>
<tr>
<td>Assistance</td>
<td>1693</td>
<td>62</td>
</tr>
<tr>
<td>Sorrow</td>
<td>952</td>
<td>36</td>
</tr>
<tr>
<td>Misfortune</td>
<td>321</td>
<td>18</td>
</tr>
<tr>
<td>Anger</td>
<td>243</td>
<td>11</td>
</tr>
</tbody>
</table>

The annotation was carried out with the Tagtog online annotation tool, which gives a .json file as a result. At first, these files had to be processed to get the labelled aspects and emotion categories for each original .txt file. Since the text was presented in an unsegmented way, the next step was sentence segmentation. For this purpose, we used the language model developed for the huspacy (Orosz et al., 2022) natural language processing toolkit for Hungarian. Since manual annotation inevitably comes with errors, a smaller set of sentences was subjected to a manual check in order to filter out as much noise or typical errors from the training data as possible. This kind of review revealed that a typical problem was that annotators marked too many tokens as aspects. An aspect term should always refer to an entity of the real world, or to a property of such an entity. Therefore adverbs, like tegnap (‘yesterday’) or talán (‘maybe’) on their own can hardly be considered as aspects.
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be considered aspects. To minimize the number of misclassified aspect terms, we used a simple heuristic approach: all words that had been annotated as an aspect but did not contain at least one token tagged as a noun, pronoun or proper name were deleted from the dataset. For POS-tagging we used huspacy and the hu_core_news_lg language model again.

Our data was somewhat special compared to usual datasets, since every sentence could be present with more than one aspect terms with an emotion value for each. Such sentences were added to the dataset as sets (so the same sentences with different aspect term were grouped together). After that, train-test selection was performed on these sets; we paid attention to the fact that a given sentence might contain several aspects with the same ET, which can cause redundancy in the data that should be handled. We carried out train-test selection in a way that one sentence (with all of its aspects) occurred either in the training set or in the test set. This was necessary because the emotion value was often the same for all aspects in a sentence, and the presence of such a sentence in both the train- and test-set would have significantly distorted the final classification results.

5 Results and discussion

By default, the model training runs for up to 20 epochs before it is finished automatically. In the case of our particular dataset, training was finished after 6 epochs of learning with an early stop.

Table 4 shows the values of the main metrics measured for our emotion topics during each epoch. By examining the data, it is clear that the highest scores over the 6 epochs were typically achieved during the first few epochs (this trend is particularly striking for F1 scores, where the first epoch was the most successful for 7 out of the 12 emotion topics). These trends suggest that under the current system of categories and with the present amount of training data, additional training does not contribute to better prediction results. Figure 1 illustrates this trend with a weighted average of the metrics for our 12 emotion categories.

To get a better insight into the results, we compared them to the proportion of sentences annotated to each emotion topic in our current corpus. The corresponding values are presented in Table 5 as follows: emotion topic, the number of sentences annotated in the test set to the given emotion topic, the proportion of these sentences over the corpus, the average of the F1-values measured over the 6 epochs, the minimum and maximum values of F1 over 6 epochs and the observed standard deviation.

This clearly shows another important feature of the corpus, namely the imbalance in the data. Around 57.46% of the total number of instructive examples are sentences belonging to 2 categories (4: “misfortune”, 2: “suffering”, both of them belonging to the category “sadness” in Plutchik’s scheme), and the addition of two more categories already covers 91.22% of the total data. It is worth mentioning that the data used here do not fully overlap with the base corpus’ statistics, since if a sentence contained more than one aspect, it occurred more than once in the training/test data.

With regard to a potential later expansion of the corpus with sentences belonging to the currently underrepresented categories, we were curious to investigate whether a sufficiently large number of sentences correlates with higher F1 values. Figure 2 illustrates the relationship between the number of items in each category and the average F-scores over 6 epochs. In addition to the data points, the “best-fit line” is also shown with the corresponding confidence intervals.

By calculating the Pearson r correlation coefficient (0.775 with p = 0.003 in the present case), it can be stated with high confidence that there is a strong positive linear relationship between the number of sentences belonging to the given categories and the values of the measured metrics. Therefore it seems that the performance of the model could be improved by increasing the corpus with sen-
Table 4: The main metrics measured in the study, broken down by epoch (ET.: Emotion Topic, based on Table 1, emphasis: maximum value of the given metric for the particular ET. during the 6 epochs of running)

<table>
<thead>
<tr>
<th>ET.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>1</td>
<td>0.39</td>
<td>0.35</td>
<td>0.33</td>
<td>0.37</td>
<td>0.35</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>0.73</td>
<td>0.66</td>
<td>0.7</td>
<td>0.68</td>
<td>0.63</td>
<td>0.56</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>0.31</td>
<td>0.41</td>
<td>0.45</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>4</td>
<td>0.86</td>
<td>0.8</td>
<td>0.83</td>
<td>0.75</td>
<td>0.83</td>
<td>0.72</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.4</td>
<td>0.52</td>
<td>0.53</td>
<td>0.63</td>
<td>0.58</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.63</td>
<td>0.26</td>
<td>0.37</td>
<td>0.58</td>
</tr>
<tr>
<td>7</td>
<td>0.3</td>
<td>0.2</td>
<td>0.24</td>
<td>0.08</td>
<td>0.17</td>
<td>0.11</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>0.38</td>
<td>0.47</td>
<td>0.4</td>
<td>0.54</td>
<td>0.46</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.36</td>
<td>0.29</td>
<td>0.32</td>
<td>0.16</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0.35</td>
<td>0.52</td>
<td>0.35</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>12</td>
<td>0.88</td>
<td>0.31</td>
<td>0.45</td>
<td>0.41</td>
<td>0.54</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 5: The distribution of emotion topics in the training corpus, and the measured F1-scores during training. (ET: emotion topic, Nr.: Number of sentences in test corpus, %: percentage)

<table>
<thead>
<tr>
<th>ET.</th>
<th>Nr.</th>
<th>%</th>
<th>F1 Min</th>
<th>Max</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2564</td>
<td>34.94%</td>
<td>0.77</td>
<td>0.72</td>
<td>0.83</td>
</tr>
<tr>
<td>2</td>
<td>1653</td>
<td>22.52%</td>
<td>0.64</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>1570</td>
<td>21.39%</td>
<td>0.53</td>
<td>0.45</td>
<td>0.58</td>
</tr>
<tr>
<td>6</td>
<td>908</td>
<td>12.37%</td>
<td>0.38</td>
<td>0.33</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>216</td>
<td>2.94%</td>
<td>0.38</td>
<td>0.33</td>
<td>0.41</td>
</tr>
<tr>
<td>8</td>
<td>158</td>
<td>2.15%</td>
<td>0.44</td>
<td>0.33</td>
<td>0.5</td>
</tr>
<tr>
<td>12</td>
<td>114</td>
<td>1.55%</td>
<td>0.51</td>
<td>0.45</td>
<td>0.57</td>
</tr>
<tr>
<td>1</td>
<td>52</td>
<td>0.71%</td>
<td>0.35</td>
<td>0.26</td>
<td>0.43</td>
</tr>
<tr>
<td>11</td>
<td>51</td>
<td>0.69%</td>
<td>0.41</td>
<td>0.32</td>
<td>0.52</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>0.41%</td>
<td>0.16</td>
<td>0.11</td>
<td>0.24</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>0.19%</td>
<td>0.21</td>
<td>0</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>0.12%</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2: Correlation between emotion topics and measured average F1

Comparing their results with the current experiment shows that despite the fact that the current corpus’ annotation operates with more categories and aspect-based sentiment classification is considered an even more complex task than the classification of emotions only, the results seem to be comparable where sufficient training data was available.

Although in many cases the amount of data does not allow us to draw general conclusions, it seems that after a rebalancing of the corpus, our dataset could be suitable for training models with even better efficiency than the current one.
<table>
<thead>
<tr>
<th>Emotion</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Joy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence Nr.</td>
<td>934</td>
<td>3202</td>
<td>360</td>
<td>156</td>
</tr>
<tr>
<td>Weighted F1</td>
<td>0.61</td>
<td>0.61</td>
<td>0.25</td>
<td>0.32</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Neutral</th>
<th>Sadness</th>
<th>Trust</th>
<th>Anticipation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence Nr.</td>
<td>1707</td>
<td>2645</td>
<td>1419</td>
<td>4214</td>
</tr>
<tr>
<td>Weighted F1</td>
<td>0.51</td>
<td>0.61</td>
<td>0.66</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 6: (Kis György et al., 2022)’s results in Plutchik’s 7 emotion categories + sentences classified as neutral.

6 Conclusions and future work

In this paper, we have presented a novel emotion annotation framework that uses inductive approaches to identify emotions and their aspects in the corpus and implemented ABSA-PyTorch and Hungarian BERT-model to classify the emotion of a given aspect.

We have described in detail the pre-processing of the data generated by the project, as well as the conversion steps required to use ABSA-PyTorch and the problems encountered, as well as their solutions. The results of the machine learning experiment performed were evaluated using traditional precision, recall, and F-value metrics, and a correlation was found between the results and the unbalanced nature of the training data.

Our results show that despite the fact that the corpus uses multiple categories the results move at a comparable level for those categories where a sufficient amount of training data was available for the model. Once the corpus is balanced, it may be suitable for training more efficient models.

In the future, we would like to work on a balanced corpus with text augmentation and investigate the possibilities of extending our annotation framework for other types of texts.
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Abstract

The main goal of this workshop is to bridge the gap between researchers from political/social science and NLP/computer science and bring together researchers and ideas from the different communities, to foster collaboration and catalyze further interdisciplinary research efforts. Towards this end, we invited speakers from the different communities. The focus of the panel will be on theory-driven modelling of complex political or socio-psychological constructs in text, such as populism, polarisation or political cynicism. In particular, we want to discuss challenges for modelling such multifaceted concepts from a theoretical as well as from a machine learning point of view, and how such models can be evaluated in a meaningful way.

We hope that this will foster discussions and allow us to reflect on our different research practices, methods and tools, and will help to improve the communication between our fields.
The challenges and opportunities of defining what is political in social media

David Jurgens
University of Michigan, USA

Studies of political speech on social media typically require defining who or what is political in order to analyze political behavior. However, these definitional choices have serious implications for what can be learned, as well as who or what is left out of the analysis. In this talk, I will describe two studies studying political text in social media and how design choices in what is political can lead to different interpretations in the results. The first study asks whether political users are more toxic to each other in Reddit in order to understand whether cross-partisan discourse is driving higher incivility. The second study examines the framing in speech about immigrants in Twitter to understand how political leaning influences different associations with immigrants. Across both studies, I show that political affiliation is linked to specific behaviors—toxicity and politics do frequently co-occur and some political leaning are more likely to use certain framing about immigrants than another—but that different choices in how we define political users and speech are necessary to provide more precise and nuanced insights of political behavior. Across both studies, I am to highlight the challenges and opportunities of computationally modeling political behavior in social media.
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